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The relevance of the work lies in the need to analyze Ukrainian texts in order to study the
Ukrainian language and the lack of appropriate information and software resources. The object
of research is the variety of tools for the task of POS tagging of Ukrainian texts. The subject of
the research is the process of developing software for creating corpora of Ukrainian texts, in
particular, POS tagging algorithms. The purpose of the work is to research and develop
software for creating an annotated corpus of the Ukrainian language. To achieve this goal,
following tasks were solved: analysis of the subject area; selection of suitable software tools;
creating a training set; system implementation; system training; system testing. An approach to
the generation of a training sample was designed and implemented. The approach is based on
the use of an already implemented tagger of the Russian language and the similarity of the
morphological structure of words in the Russian and Ukrainian languages. The search for an
effective combination of the feature space and the training algorithm was made. The most
successful machine learning models for this task turned out to be stochastic gradient descent
and decision trees. K-fold cross-validation was used to achieve an acceptable level of
generalization. As a result of this work, a trained tagger of the Ukrainian language was
obtained, which, for a sample of literary Ukrainian texts, provides the quality of classification at
the level of 0.892 according to the weighted F-measure. A distributed application with a client-
server architecture has been implemented, which allows clients to tag their own texts. With the
regular use of this application by linguistic experts, the training set used can be improved,
which will lead to higher rates of classification carried out by the tagger.
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Introduction

At the moment, processing of the natural texts is becoming more and more demanded in
different contexts. Among them are speech recognition systems (Cortana, Siri), search engines
(Google, Yandex, Yahoo), etc. Also, computer processing of natural texts is necessary to detect
plagiarism which is present in the works of various authors by identifying certain patterns in the
texts of different genres. Word processing can be useful in tasks such as organizing search in
search engines, speech recognition, automatic detection of topics on web pages, translation of
texts, and in many similar tasks that require advanced word processing.

Within text analysis research area, text corpora (plural form of corpus notion) are
commonly used. Corpora are collections of various texts that allow you to study the language
from different angles and contain different types of markup (meta-data, such as morphological,
semantic, syntactic, etc.). Until recently, the only possible way to compose such a corpus was to
tag texts manually, but the development of information technologies opened up new opportunities
by enabling markup process automation and significantly reducing (or completely eliminating)
the need for human (expert) intervention in the word recognition area.
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Unfortunately, for the Ukrainian language there is still lack of marked-up corpora and
software resources sufficient for practical use, which would allow the natural text markup
automation.

Up till now, there is only one corpus of the Ukrainian language developed by the KNU. T.
Shevchenko. Despite the declared presence of part-of-speech markup, in fact, the search for parts
of speech on the official website does not work [1], and the search is available exclusively in
legislative texts. There is also a project according to which the development of the corpus of the
Ukrainian language from NU Ostrozka Academy is underway. Work on the project started in
2010. However, there is essentially no progress in the development of the project [2].

The goal of this work is to create an automated system that allows you to generate text
markup as a basis for creating corpora of Ukrainian texts in future.

Given the variety of tagging types, construction of universal tools of this kind is hardly
possible. Due to this limitation, it was decided to focus on obtaining part-of-speech markup or
POS tagging.

To achieve defined goal, following tasks were accomplished:

e analysis of the POS tags system used in the Ukrainian language;

e investigation of the possibility of building simple automatic taggers (usually based on
regular expressions). Evaluation the effectiveness of such taggers for the Ukrainian language;

e investigation of the approaches to building an automated tagger based on machine
learning methods in terms of their applicability to the Ukrainian language;

e implementation of the automated tagger and analysis of the effectiveness of its
performance;

e implementation of the distributed system to provide access to the classification system
based on the automated tagger.

Main Part

At the first stage, there is a need to clarify the system of the Ukrainian tags. The system of
parts of speech of the Ukrainian language is generally accepted [3]. In the process of
implementing the POS tagger, it was decided to use standard tag notation, shown on the table 1.

Table 1.
List of the Ukrainian POS-tags
Independent POS Tag Auxiliary POS Tag
IMeHHMK S CIIOJTyYHUK CONJ
ITpukMeTHUK A NPUMMEHHUK PR
UuncniBHUK NUM yacTKa PART
3aiilMEHHUK A-PRO
JliecaoBo \4
[TpucniBHUK ADV

Simple taggers.POS-tagging is a well-known problem in the field of natural text processing
problems. To date, a wide range of diverse approaches to solving this problem have been
proposed [4]. There are two relatively simple possibilities for building taggers: based on
dictionaries or regular expressions.
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In the case of a dictionary usage, it will be necessary to create a dictionary consisting of all
the words of the language, as well as all their forms, which will require a huge waste of resources
and is an extremely difficult and time-consuming task. And still, there are many ambiguity cases.

A regex-based tagger is simpler, but has a disadvantage of being not suitable for all
languages. Regular expression tags are very different depending on a languages. Building such
taggers requires deep expertise in the grammar of a particular language. It has a fairly low
tagging accuracy (even for English - about 85% on average versus machine learning-based
taggers - 97%). To improve accuracy, it is necessary to continuously increase the number of
regular expressions, which is highly complex and effort-consuming task, and it is also less
effective than analogs based on machine learning. A regular expression tagger is barely suitable
for tagging Slavic languages due to the high number of different cases and word forms, which, in
its turn, leads to extremely low accuracy of tag recognition in the text.

In connection with the above, systems based on machine learning have been selected as the
most effective means for solving the problem of POS-tagging of the Ukrainian language.

Training set. The absence of tagged Ukrainian texts is an obstacle to obtaining a training set
within the framework of the problem being solved. To solve this problem in this work, it was
decided to use the scheme involving the combination of Russian and Ukrainian languages, as
languages belonging to the same Slavic group. One of the features of this similarity is the similar
word order in the sentence. Due to this similarity, as well as the presence of the Russian language
POS tagger in the NLTK library, it became possible to take Ukrainian texts, split them into
words, translate them into Russian words and tag them as the Russian text, and then match the
tags to the Ukrainian words as shown on the figure 1. Thus, it was possible to automatically
obtain a sufficiently large and high-quality sample base which can be used as training set in
machine learning experiments.

Ukrainian text Ukrainian words Russian words Tagged words

Split

Translate

Tag

Match tags

4 Compile
Al

Ukrainian text Ukrainian words Russian words Tagged words

Fig. 1. Training set construction

The training set contains the fiction texts as shown on the table 2.

Table 2.
Training set texts
Texts (Ukrainian translation) Words
Dead Souls, by Nikolai Gogol 3114
The Master and Margarita by Mikhail | 2101
Bulgakov
War and Peace by Leo Tolstoy 2283
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Note that Ukrainian translations of famous literature works were chosen as the source texts.
At this stage, relatively small fragments of these texts have been used.

Features. One of the most elaborate operations in creation of an effective automated tagger
based on classifiers is the determination of a set of entity attributes. These attributes affect its
compliance with certain classes. In the field of machine learning these entity attributes are called
features. Determining the appropriate feature sets is critical. In this case, the most effective
features can be present in the text in an implicit form. Research toward finding successful feature
sets and their subsequent use represents an important subsection of machine learning, commonly
referred to as feature engineering [5,6].

Due to the importance of identifying an effective set of features, a study was conducted to
identify the optimal set of features. The task of identifying the best features is tightly associated
with the task of determining the most appropriate learning algorithm. However, an exhaustive
computational experiment in this two-dimensional space is extremely time-consuming. In this
work, a simplified approach is used. The SGD classifier was chosen as a basic classifier to
determine the effectiveness of certain features, shown in table 3.

The feature search strategy is based on the idea of revealing the most intuitive possible
features and then checking their compatibility with each other.

Table 3.

Class features
Features Meaning Weighted F-score
word The word itself 0.78
word + is_first If the word is first in sentence 0.78
word + is_last If the word is last in sentence 0.775
word + position The position of the word in sentence 0.76
word + capitalized If the word is capitalized 0.776
word + is_all_caps If all the letters are uppercase 0.778
word + is_all_lower If all the letters are lowercase 0.7785
word + prefix-1 First letter 0.72
word + prefix-2 First 2 letters 0.733
word + prefix-3 First 3 letters 0.77
word + suffix-1 Last letter 0.73
word + suffix-2 Last 2 letters 0.8
word + suffix-3 Last 3 letters 0.82
word + suffix-4 Last 4 letters 0.82
word + all suffixes All suffixes 0.845
word + all prefixes All prefixes 0.766
word + all suffixes and prefixes | All suffixes and prefixes 0.89
word + prev_word The word before the current 0.76
word + next_word The word after the current 0.75
word + has_hyphen If the word has hyphen 0.78
word + is_numeric If the word consists of digits 0.78
word + capitals_inside If the word has capitals inside 0.78
All the above All the features 0.89
All the above — capitalized All the features except capitalized 0.892
All the above — capitalized — | All the features except capitalized, 0.892
prev_word — next_word previous and next words '
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Machine learning algorithms. Another important aspect that affects the performance and
efficiency of classification is the type of machine learning algorithms. Machine learning scientists
have developed a huge number of these algorithms. Our practical choice was limited to a basic
set of algorithms that are implemented in the popular scikit_learn programming tool [7].

Stochastic Gradient Descent (SGD) is a simple yet very efficient approach to fitting linear
classifiers and regressors under convex loss functions such as (linear) Support Vector Machines
and Logistic Regression.

Decision Trees (DTs) are a non-parametric supervised learning method used for
classification and regression.

A multilayer perceptron (MLP) is a type of artificial neural network.

An MLP consists of at least three layers of nodes: an input layer, a hidden layer and an
output layer. Except for the input nodes, each node is a neuron that uses a nonlinear activation
function. MLP utilizes a supervised learning technique called backpropagation for training.

K-neighbours. Classification is computed from a simple majority vote of the nearest
neighbors of each point: a query point is assigned the data class which has the highest number of
representatives within the nearest neighbors of the point.

Random forests or random decision forests are an ensemble learning method for
classification, regression and other tasks that operate by constructing a multitude of decision trees
at training time and outputting the class that is the mode of the classes or mean/average
prediction of the individual trees.

The output of the other learning algorithms (‘weak learners') is combined into a weighted
sum that represents the final output of the boosted classifier. AdaBoost is adaptive in the sense
that subsequent weak learners are tweaked in favor of those instances misclassified by previous
classifiers.

The mentioned above classifiers were compared on the selected set of features on different
training set range. To obtain better generalization, K-block cross validation was used [8]. The
results are shown on figure 2.

As we can see on the figure. 2, the best classifiers, according to the weighted F-score is
SGD classifier. So we can choose it for the following application implementation.
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Fig. 2. Weighted F-score classifiers comparison
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Client-server architecture. The task of the implementation of this work is to create the
system that would provide accurate POS predictions for the user, but at the same time the goal of
this work implies the facilitation for the linguists that would use it to create the Ukrainian text
corpus.

It was decided to create the distributed system that would consist of the client and the
server to provide the ability of using the tagger remotely. The Electron app was chosen as the
client platform, as it can run on any operating system [9]. The server was written in Python same
as the main learning application as it is efficient enough to handle the simple http requests.

As shown on the figure 3, the client is displaying the input field where the user can type
any word combination or text he wants to tag and the “POS-tag” button that sends the request for
tagging to the server. The server responses with the tagged words which get displayed in the
application interface.

@ POS-tagger! — O X
File Edit View Window Help

POS-tagger

Input data to tag

g myEmonce Teneeisop

s
POS-tag
(41, MecTonMeHIe), (IUBIIOCE, TTTarol), (TeIeri30p, CYIIeCTBUTENRHOE:),

Fig. 3. Application interface

As the result of this work, training set was created, set of the class features was composed,
classifier was chosen, trained and tested. The final and most efficient classifier is SGD classifier.
The final tagger performance according to weighted F-score is 0.892 [10]. The client and the
server are implemented for the client use.

Conclusions

The system that performs automatic markup of Ukrainian texts by parts of speech was
designed, implemented and tested.

The main classification mechanism is based on supervised machine learning methods
implemented in the de facto standard scikit-learn package. Effective use of the functions of this
package involves the implementation of several research procedures.

In particular, for the implementation of the system, the search for the optimal set of class
features and their construction from the training set was conducted. Also, the performance of
various classification models was analyzed and the optimal classification model was selected,
which turned out to be the SGD classifier. To obtain a high generalizing ability of the classifier,
the K-block cross-validation technique was used.
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The implemented POS tagger allows users to POS-tag large amounts of information in a
short time and with high efficiency. Thus, the presented tagger can be used to create a corpus of
the Ukrainian language, which will provide linguists with additional opportunities to study the
Ukrainian language.

To improve the classification quality indicators, it seems promising to include contextual
information in the feature space, consisting of information about tags of neighboring words.
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PO3POBKA IIPOI'PAMHOI NIITPUMKH JJI51 CTBOPEHHS KOPITYCY
YKPAIHCBKOI MOBM 1 HOI'O BUKOPUCTAHHS
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AKTyanbpHICTE poOOTH TOJSITaE B HEOOXITHOCTI aHANi3y YKpaiHCBKHX TEKCTIB 3 METOI0
BHUBYCHHS YKPaiHCHKOI MOBH 1 HecTaui BIAMOBIAHUX iHQOPMAIIHUX 1 MPOTpaMHHUX PECypCiB.
OO0'ext mocmimkeHHS - 3aco0m ckiamaHHs POS-TeroBaHWx KOpITyCiB YKpPaiHCBKHAX TEKCTIB.
[Ipeamer mociipKEeHHS - TPOIEC PO3POOKHM NMPOTPaMHHUX 3acO0iB JUIS CTBOPEHHS KOPIYCIB
YKpailHCBKUX TEKCTiB, 30KpeMa, anroputmiB POS rteryBanHs. MeTta poOOTH - DOCHiKEHHS i
po3pobKka porpaMHuX 3ac00iB AJIsi CTBOPEHHS aHOTOBAHOTO KOPITYCY YKpaiHChKOi MOBH. Jlmst
JOCSATHEHHS IOCTaBieHOi MeTH Oynu BHpilIeHI HACTYNHI 3aBJaHHA: aHaJi3 TpeIMeTHOI
obmacti; BUOIp BIAMOBITHMX MIAXOMIB 1 MPOTPaMHUX 3ac00iB; CTBOPEHHS HaBYAIBHOL
MHOXKHHHM; peajii3allis CUCTeMH; HaBUYaHHS CHUCTEMH; TeCTyBaHHsS cucTteMd. CHpPOEKTOBAaHO Ta
peastizoBaHO WiAXix 1o reHeparii HaBuanbHOI BUOipKku. Iliaxix 3acHOBaHWMI HAa BUKOPUCTAHHI
BXKE PpEeai30BaHOTO Terepa pOCIHCHKOI MOBH 1 CXOXOCTi MoOpdoJoriyHoi OyZoBH CIiB
pociiicekoi Ta ykpaiHchbkoi MOBH. ISl MiBUIIEHHS eEeKTUBHOCTI Kiacudikamii nmpoBeneHnui
nouryk Bjanoi KomOiHamii MpocTopy O3HAK 1 HaBYAJIBHOTO airoputMmy. Haibinem Bramumu
MOJEISIMA  MAalIMHHOTO HAaBYaHHSA JUIS JAaHOTO 3aBJAHHSA BHSBWINCS CTOXAaCTHYHUI
TpajlieHTHUH CITyCK 1 JepeBa NPHHUHATTS pimieHb. [ AOCATHEHHS HNPUHHATHOTO piBHS
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y3araJlbHeHHs BUKOPHCTaHA TepexpecHa ImepeBipka. B pesynbrati mpoBeneHoi poboTu Oyio
OTPUMaHO HABUEHHUH TeTrep YKPaiHCHKOi MOBH, KWK IJISI BUOIPKH JIITEPaTYypHUX YKPATHCHKUX
TEKCTIB 3abe3meuye sKicTh Kiacu¢ikamii Ha piBHI 0.892 mo 3Baxenit F-mipi. PeamizoBaHO
pO3MOAINICHAH HONATOK 3 KIIE€HT-CEPBEPHOIO apXiTEeKTYpolO, IO JO3BOJIAE KIIEHTaAM
3MIHCHIOBAaTH TETYBaHHS BIACHUX TEKCTiB. [IpHW peryisipHOMy BHKOPHCTAaHHI IThOTO JOAATKY
eKCIepTaMU-TIHI'BICTAMH BHKOPHCTaHY HaBYaJbHY MHOXXHHY MOKE OYTH ITOKpAIICHO, IO
JIO3BOJIMTH OTPUMYBATH O1bIII BUCOKI OKA3HUKH Kiaacu(ikallii, o 3aiiCHIOE Terep.

Karwuosi ciioBa: POS-teryBanHs, KOPIyc TEKCTIB, aJITOPUTMU MAITUHHOTO HABYAHHS, TIPOCTIP
O3HaK.
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AKTYaJIbHOCTb Pa0OTHI 3aKJII0YAETCsl B HEOOXOAUMOCTH aHaIM3a YKPAMHCKUX TEKCTOB C EIIbIO
M3y4YEeHUs] YKPAMHCKOTO S3blKa M HEJOCTAaTKe COOTBETCTBYIOMIMX WH()OPMAIMOHHBIX |
MPOTPaMMHBIX pecypcoB. OOBEKT nccieI0BaHus — CpeACcTBa cocTaBineHnst POS-TernpoBaHHBIX
KOPITYyCOB YKPaWHCKHX TEKCTOB. IIpenMer mcciaenoBaHus — MPOIECC CO3IAaHUs MPOTrPaMMHBIX
CPEACTB U CO3JaHUSl KOPIyCOB YKPAaMHCKMX TEKCTOB, B YAacTHOCTH, anroputmMoB POS
terupoBanud. llenp paboThl — mccienoBaHWEe W pa3paboTKa NPOrPaMMHBIX CPEICTB IS
CO3JJaHUSI aHHOTHPOBAHHOTO KOPIyCa YKPaWHCKOTO S3bIKa. J[Is DOCTM)KEHMS MOCTaBICHHOM
ey ObUIM PEIIeHbI CICIYIOMINE 3a/ladd: aHAIN3 MPeIMETHON 00JIacTH; BHIOOP MOAXOASIINX
HOAXOJOB M IPOTrpPaMMHBIX CPEACTB; CO3JaHHE OOYy4alollero MHOXECTBA; peanu3alus
CHCTEMBI; 00yueHHE CHUCTEMBbI; TECTUPOBaHHE CUCTeMBl. CIIPOEKTHPOBAH U PEATIHM30BaH MOIXO0/
K reHepanuu ooyyvaromieil Beioopku. I1oaxo1 0OCHOBAaH Ha HCIIOIB30BAHUN yXKE PEaTH30BAHHOTO
TEIrrepa pPYCCKOTO s3bIKA M CXOJACTBE MOP(OIOTHYECKOTO CTPOEHUSI CIOB pPYCCKOTO H
YKpauHCKOTrO si3bika. Jlnsi moBbiieHHs 3(G(GEeKTUBHOCTH KiIacCU(PHUKAIMK MTPOU3BENEH ITOHCK
3¢ ¢eKTHBHON KOMOMHAIIMM NPU3HAKOBOTO MPOCTPAHCTBA M OOYyYAloOIIEro aJropuTMa.
Haubonee ynauyHpIMM MOJENSIMHM MAIIMHHOTO OOY4YEeHHWS MAJsl JAQHHOW 3aJaudl OKasalnch
CTOXaCTUYECKMH TPAJAMCHT CIYCK M JIepeBbs NPHHATHA pemeHnil. i  nocTmkeHus
MPUEMIIEMOTO YpPOBHSI 00O0OIIEHHs HCIIONIb30BaHA IIEpEeKpecTHas ITpoBepka. B pesynbrare
npoBeZieHOH palboThl OBIT IMOMydeH OOY4YEeHHBIH Terrep yKpamHCKOTO S3bIKa, KOTOPBIH UIst
BBIOOPKH JIUTEPATYPHBIX YKPAMHCKHX TEKCTOB OOECIICUMBAET KayecTBO KiIACCH(UKAIMK Ha
ypoeHe 0.892 mo B3BemeHHo# F-mepe. Peamm3oBano pacnpeneneHHOE PUIIOKEHHIE C KIIMEHT-
CEPBEPHOIl apXUTEKTYPOH, MO3BOJIAIOIIEH KIMEHTaM OCYIECTBISATh TEITPOBAHHE COOCTBEHHBIX
TeKCTOB. [Ipy perynsipHOM HCIONb30BaHUH JAHHOTO HMPUIOKEHHUS 3KCIEpTaMHU-THHTBUCTAMHU
HCIIOJIb30BaHHOE O0ydYaromee MHOKECTBO MOJKET OBITh YIYUIIEHO, YTO MO3BOJMT IMOJYy4aTh
6oJiee BBICOKHE MTOKA3ATENN KIACCU(DHUKAIIH, OCYILECTBIAEMON TETTEPOM.

KaroueBbie cioBa: POS-terupoBanue, KOpPIyC TEKCTOB, ajJrOPUTMbI MAIIMHHOTO O0y4eHHS,
MPOCTPAHCTBO MPHU3HAKOB.
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