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The article provides a comprehensive overview of hierarchical clustering and
dendrogram construction, with a focus on the methods used for determining the
optimal number of clusters. The article discusses the theoretical foundations of
hierarchical clustering and the process of constructing dendrograms, and goes on to
describe several popular methods for determining the number of clusters. The article
focused on both divisive and agglomerative clustering methods and the dendrogram,
the advantages and disadvantages of each method, and how dendrograms are used to
visualize the results of hierarchical clustering. It also provides comparison of
hierarchical clustering with non-hierarchical clustering, particularly the K-means
algorithm, and discusses their respective advantages and disadvantages. One of the
key advantages of hierarchical clustering is that it does not require the user to specify
the number of clusters in advance, as is the case with non-hierarchical clustering.
Instead, a dendrogram can be used to determine the appropriate number of clusters.
The article concludes by noting the usefulness of hierarchical clustering for a range
of applications, particularly in exploratory data analysis. The article also covers the
main methods to identify which objects and clusters are most similar. Additionally,
the article provides an overview of the K-means clustering method and compares it to
hierarchical clustering.

Keywords: agglomerative clustering, divisive clustering, hierarchical clustering, k-
means.

Introduction. Cluster analysis has proven to be an invaluable tool in the context of
multidimensional datasets and its utility in research and uncontrolled analysis. It
highlights the hierarchical approach to clustering as a popular method in genomics and
other fields due to its ability to reveal multiple layers of clustering structure
simultaneously. This allows researchers to gain a deeper understanding of the data,
identify patterns, and develop hypotheses or inform decision-making. Many applied
problems, measuring the degree of similarity between objects is often much simpler than
forming descriptive features. For example, taking two photos and immediately identifying
that they both depict the same person is much easier than understanding the specific
features that make them similar. The task of object classification based on their similarity,
without any predefined classes to which the objects can be assigned, is called clustering
[2, 15].

Hierarchical clustering is a popular technique used for data analysis and pattern
recognition. It is a method that groups data objects based on their similarities and
differences. This technique can be used to explore the underlying structure of a dataset,
identify relationships between variables, and discover patterns in data [12, 20].

Hierarchical clustering algorithms can be divided into two main types: divisive
and agglomerative. Divisive clustering starts with a single cluster containing all data
objects and divides it into smaller clusters until each object is in its own cluster [1,3]. On
the other hand, agglomerative clustering starts with each object in its own cluster and
merges them together until all objects belong to a single cluster [7]. One of the most
important outputs of hierarchical clustering is the dendrogram. A dendrogram is a tree-
like diagram that illustrates the hierarchical relationships between clusters. It displays the
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order in which clusters are merged and the distances between them. This diagram helps
to visualize the hierarchical structure of the data and provides insights into the
relationships between clusters [5, 11].

Content statement of the problem. The purpose of study is to apply different algorithms
for constructing dendrograms and determining the optimal number of clusters in
hierarchical clustering. The study aims to provide a theoretical background of hierarchical
clustering, explain the process of dendrogram construction, and discuss the different
methods for determining the number of clusters.

The object of this study is to analyze different clustering algorithms for

constructing dendrograms and determining the number of clusters in hierarchical
clustering. The study focuses on the methodology and practical aspects of hierarchical
clustering, including different types of linkage methods, distance metrics, initialization of
clusters, and scalability issues. However, the study also compares several non-
hierarchical clustering algorithms such as k-means. Therefore, the object of the study
includes both hierarchical and non-hierarchical clustering algorithms, and aims to provide
a comprehensive and practical guide to different clustering methods for researchers and
practitioners in the field. The study aims to provide guidance and insights into the process
of dendrogram construction and the determination of the optimal number of clusters. The
object of the study is the algorithmic approach to hierarchical clustering and its
applications in data analysis and research.
Analysis of recent resources. The paper [1] by M. Kuchaki Rafsanjani is a research
paper that provides an extensive overview of the various hierarchical clustering
algorithms. The paper discusses the different types of hierarchical clustering, such as
agglomerative and divisive clustering, and the pros and cons of each type. The paper
includes a comparative analysis of several hierarchical clustering algorithms, including
Ward's method, k-means clustering, and spectral clustering, and provides insights into the
strengths and weaknesses of each algorithm. The author concludes the paper by
discussing some of the current research directions in hierarchical clustering, such as semi-
supervised clustering and graph-based clustering, and highlighting the potential
applications of hierarchical clustering in various fields, including bioinformatics and
image analysis [10, 13].

In the research [2, 17] Luben M. C. Cabezas discusses different approaches to
dendrogram construction and visualization. Also, the author explores the use of
dendrograms for interpreting machine learning models and extracting insights from large
datasets.

Research [3, 19] is interesting by its discussion of different methods for
determining the number of clusters in hierarchical clustering, including the silhouette
method and the elbow method. The paper also covers other important aspects of k-means
clustering, such as the choice of distance metrics and initialization of clusters, and
provides insights into the strengths and weaknesses of different methods.

The article [4, 20] provides a survey of agglomerative clustering algorithms and

their applications in high-dimensional data. Authors describe and present a
comprehensive classification of different clustering techniques for high dimensional data.
The article covers other important aspects of clustering validation, such as the choice of
distance metrics and the interpretation of validation results. Furthermore, the paper
presents experimental results and case studies to illustrate the effectiveness and
limitations of different clustering validation measures.
Methods and tools of research. The approach of creating a dendrogram, which is a type
oftree diagram that shows the arrangement of clusters produced by a clustering algorithm,
using specific algorithms that are intended for this purpose. These algorithms take the
data input and produce a hierarchical structure of clusters that can be visualized in the
form of'a dendrogram [6, 8].
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Hierarchical clustering is a type of cluster analysis. One of the great advantages
of hierarchical algorithms over non-hierarchical ones is their hierarchical structure, which
is created during the algorithm's operation. The operation of such an algorithm can be
represented as a dendrogram (Fig. 1) or, as they are also called, a tree diagram. In the
dendrogram, each level corresponds to one iteration of the algorithm [9, 14].

Fig. 1. Dendrogram example

The number of clusters can either decrease or increase with each iteration,
depending on the type of hierarchical clustering algorithm used.
Types of hierarchical clustering. As already mentioned, there are two main types of
hierarchical clustering. Each of them moves in a different direction. These are
agglomerative and divisive algorithms. In the first case, we start with each object of the
study having its own cluster, and with each iteration, clusters begin to merge until all
objects end up in one cluster. With the divisive algorithm, on the other hand, everything
is the opposite. Initially, we have one large cluster that includes all objects of our study,
and with each iteration, we begin to divide this cluster into smaller ones, which ultimately
leads to each object having only its own cluster [16, 18]. Approximate working of both
algorithms is shown in Figure 2.
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Fig. 2. Agglomerative and divisive algorithms

Agglomerative hierarchical clustering. Let's take a closer look at the agglomerative
method. As a dataset, we will take several coordinates X and Y described in table 1 to
demonstrate the operation of the agglomerative method.
Table 1
The objects under study
Ne 1 2 3 4 5 16 7 8 9 10 [ 11 |12 |13

X 6 49 182 |71 |2 1 1.5 (28 |3 69 |61 |8 7.1
y 0.6 |3 21 |38 |6 |78 |83 |7 79 169 |82 |79 |88




Fig. 3. Study objects represented on the coordinate plane
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First, we have our objects of study, which are shown in Figure 3
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At the beginning of the algorithm, all of our objects form their own clusters (Fig. 4).

Fig. 4. Initial clusters
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Now each point is in its own cluster. The next step is to merge clusters with the

their Euclidean distance for X and Y are:

smallest distance between them. In our case, these turned out to be clusters 6 and 7, as

d= /(15-1)2 + (83— 7.8)2 ~ V0.5 =0.7071
Now we have a new cluster number 14 (Fig. 5).
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Fig. 5. Points 6 and 7 forms a new cluster

(1)

Continuing to search for clusters with the smallest distances, we find that clusters

8and9, 11 and 13, and 10 and 12 have the smallest distances, and they form new clusters.
Data is provided in table 2 and visualized on Figure 6.

Table 2
Cluster combination
Clusters A & B Cluster A Cluster B Distance New
coordinates coordinates between cluster
clusters number
8 and 9 {2.8,7} {3,7.9} 0.9219 15
11 and 13 {6.1,8.2} {7.1,8.8} 1.1661 16
10 and 12 {6.9,6.9} {8,7.9} 1.4866 17
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Fig. 6. New cluster formation

At this stage, our dendrogram looks as on Figure 7.
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Fig. 7. Updated dendrogram based on recent updates
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Now we can see that the clusters closest to each other are not single-point clusters,
but a cluster with multiple objects and a single-point cluster. In this case, we need a
measure to compute the distances between clusters with multiple points. We will continue
merging clusters using Complete Linkage. The results are seen in Table 3 and Figure 8.

Table 3
Cluster combination

Clusters A & B Distance between clusters New cluster number
16 and 17 1.9235 18
14 and 15 2.0024 19
é I ‘ 18
1 ®
@ 3
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Fig. 8. Newly formed clusters

Continuing this algorithm, we will eventually end up with all objects in one
cluster. Let's try to finish the work using Python. After performing agglomerative
clustering using the Complete Linkage method, which we will discuss later, I obtained
the following data array displayed on Figure 9.

array([[ & 7, 0.70710678, 2, 14],
[ 8, 9, 0.92195445, 2, 15],
[11, 13, 1.16619038, 2, 16],
[10, 12, 1.48660687, 2, 171,
[16, 17, 1.92353841, 4, 18],
[14, 15, 2.00249844, 4, 19],
[ 3, 4, 2.02484567, 2, 201,
[ 5, 19, 2.35372046, 5, 21],
[ 1, 2, 2.64007576, 2, 221,
[20, 22, 3.42052628, 4, 23],
[18, 21, 7.00071425, 9, 24],
[23, 24, 9.18313672, 13, 2511)

Fig. 9. The array obtained using Python



N.I. Boyko, O.A. Tkachyk

The first two columns represent the cluster numbers that will be merged. The third
column represents the distance between them, the fourth column indicates the number of
objects that will be in the new cluster, and the last column represents the number of the
newly created cluster. Indeed, if we look at this table, its first half completely matches the
data that we calculated above (Fig. 10).
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Fig. 10. The last iterations of the agglomerative hierarchical clustering method

Now all research objects are in the same cluster with number 25. It may seem
illogical as it does not give us any meaningful data. However, in fact, it is quite the
opposite. Since the algorithm is hierarchical, we can obtain data that was obtained at a
certain iteration. This can be visualized more clearly by looking at the result displayed in
the dendrogram (Fig. 11).
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Now we have obtained a dendrogram that shows all the iterations of creating new
clusters. Our dendrogram also shows that indeed points 6 and 7 were the first to merge,
then 8 and 9, and 11 and 13. There are also three strongly pronounced clusters 23, 18, and
21. Let's visualize them on a plot by coloring the points belonging to these clusters in
different colors (Fig. 12).

3 4 1 2 11 13 10 12 5

Fig. 11. Newly formed dendrogram based on coordinates

Fig. 12. The three clusters obtained using the agglomerative method
We can also notice that cluster 23 is much taller than the other two. This is due to

the fact that the distances between points in this cluster are much larger, making the
cluster itself larger in size (Fig. 13).
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25

Fig. 13. The height of cluster 23

Divisive clustering method. In divisive or divisive clustering, everything
happens the opposite way. First, we have a cluster that contains all the objects we are
studying (Fig. 14).

) 2 4 6 8 10

Fig. 14. Beginning of divisive clustering algorithm method

Immediately after the first iteration, our large cluster is divided into smaller
clusters, and those in turn into even smaller ones. This process continues until all
objects end up in their own clusters (Fig. 15).
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Fig. 15. Results of divisive clustering algorithm method

The recalculation of distance between clusters. To determine which clusters to merge,
we need a metric that will measure the similarity between clusters. There are five main
methods to identify which objects and clusters are most similar.

Single Linkage is a method that begins by finding the two closest objects that form
the primary cluster. Each subsequent object is then added to the cluster that is closest to
one of its objects (Formula 2).

dmin(Ci; Cj) = minxi €Ci xj, € Cid(xi' x]) (2)

Complete Linkage, also known as the maximum linkage method, is the inverse of
Single Linkage. The rule for combining clusters in this method is based on finding the
two objects that are furthest apart from each other (Formula 3).

dmax(ci' Cj) =MaXy, ey x;, € Cid(xi' X;) (3)

Advantage Linkage — at each step, the average distance between each object from
one cluster and each object from another cluster is calculated. An object is assigned to a
given cluster if the average distance is smaller than the average distance to any other

11
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cluster (Formula 4).

g€ ) = 1 D Y ) @

|Ci||Cj|xieCixiECi

Ward’s Method: this method minimizes the variance between all clusters by
selecting clusters that result in the smallest increase in overall variance [8].

Centroid Method: this method calculates the distance between the centroids of

each cluster.
Comparison of hierarchical and non-hierarchical clustering. Before moving on to the
topic of cluster count, it would be helpful to understand other clustering methods. Non-
hierarchical clustering also has many methods and algorithms, but we will only discuss
the K-means algorithm (nearest neighbor method).

Let's suppose there are hypotheses about the number of clusters, let's say N
clusters. In this case, the program can be set to N clusters. This is precisely the use case
for the K-means method. While in hierarchical clustering, we can choose the number of
clusters after the program has finished processing the data, in non-hierarchical clustering,
specifically in the nearest neighbor method, we must determine the number of clusters in
advance. This is a major drawback of the algorithm because it is not always possible to
know or guess how many clusters there may be after processing the data.

In general, K-means is a popular clustering algorithm that has several advantages:

1. Simplicity: The algorithm is easy to understand and implement, making it a
popular choice for data analysts and scientists.

2. Scalability: K-means is a relatively fast and efficient algorithm that can
handle large datasets.

3. Ability to handle continuous variables: K-means works well with continuous
variables, such as age or income, as opposed to categorical variables.

4. Reproducibility: The results of K-means are reproducible, meaning that if you
run the algorithm multiple times with the same inputs, you should get the
same results every time.

But also, K-means algorithm has its own disadvantages which is provided in the

list below:

1. Requires the number of clusters to be specified: One of the main
disadvantages of K-means is that it requires the number of clusters to be
specified beforehand. This can be a major drawback, especially when the data
does not naturally lend itself to a specific number of clusters.

2. Sensitive to initial cluster centers: The final clusters produced by K-means
can be highly dependent on the initial random selection of cluster centers.
This can lead to suboptimal results if the initial centers are not representative
of the data

3. Outliers can heavily influence results: K-means is highly sensitive to outliers
in the data. Outliers can heavily influence the position of the cluster centers
and lead to suboptimal clustering results.

4. Cannot handle non-linear data: K-means algorithm assumes that the data can
be separated into clusters based on linear boundaries. Therefore, it may not
perform well on non-linear data.

Result and discussion. One of the main advantages of hierarchical clustering is that it
does not require prior knowledge of the number of clusters. At the end of the process, we
obtain a hierarchy of clusters, which is usually represented as a dendrogram. By analyzing
the dendrogram, we can determine the number of clusters. Additionally, the number of
clusters depends on how distinct we want the differences between objects in the cluster
to be. If more detail is required, then the dendrogram of the research can be truncated
somewhere around the 1 mark. If less differentiation between objects in one cluster is

12
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needed or a smaller number of clusters is desired, then the dendrogram can be truncated
at the 2.5 mark (Fig. 16).

5 4 3

Fig. 16. Determining the optimal number of clusters

Conclusion. Hierarchical clustering is a popular method for grouping objects into clusters
based on their similarity. It involves creating a hierarchy of nested clusters, represented
as a dendrogram, which can be used to explore relationships among the objects. There are
two main types of hierarchical clustering: agglomerative and divisive. Agglomerative
clustering involves starting with each object in its own cluster and iteratively merging the
closest clusters until all objects belong to a single cluster. In contrast, divisive clustering
starts with all objects in a single cluster and recursively splits them into smaller clusters.
While hierarchical clustering does not require prior knowledge of the number of clusters,
it can be computationally expensive and may be less effective than other clustering
methods for large datasets. K-means clustering, a non-hierarchical method, is often used
instead as it requires a prior specification of the number of clusters and is more
computationally efficient. However, hierarchical clustering has some unique advantages.
The dendrogram can provide insights into the structure of the data and can be used to
determine the number of clusters based on the desired level of similarity among objects.
Additionally, agglomerative clustering allows for exploration of the hierarchy of clusters,
which can be useful in identifying subgroups and relationships among objects. As a
conclusion, the choice of clustering method depends on the specific characteristics of the
data and the research question. Hierarchical clustering can be a powerful tool for
exploratory analysis and uncovering patterns in data.
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[Nopano BuuepHUI OIS i€papXivHOT KiacTepu3alii Ta ToO0yJ0BH JISHIPOrpaMH 3 aKLIEHTOM Ha METOIH
BU3HAYCHHS ONTHUMAIBHOI KUIBKOCTI KiacTepiB. Po3MIsgaloThCs TEOPETHYHI OCHOBH i€papXidHOl
KJacTepu3anii Ta mporec moOyJoBH NEHAPOrpaM, a TaKOX OINHCYIOThCS KiJIbKa IOMYJSPHUX METOZIIB
BU3HAYCHHS KUJILKOCTI KJ1acTepiB. MeTOI0 JOCIiIKEHHSI € 3aCTOCYBAHHSI PI3HUX JITOPUTMIB ISl TOOYIOBU
JICHAPOTrpaM Ta BU3HAYECHHSI ONITUMAIBHOT KIJIbKOCTI KJIacTepiB B iepapXivHiii kinacrepu3atii. JlocmipkeHns
Mae Ha MeTi 3a0e3MeYUTH TeOPETUYHI OCHOBH 1€papXivyHOi KiacTepu3allii, IOSCHUTH Mpolec No0yI0BU
JIEHIPOTPaMU Ta OOTOBOPUTH Pi3HI METOAM BHU3HAYEHHS KUTBKOCTI KiacTepiB. OO0’€KT MOCIiIKEHHS
BKJIIOYAE SIK i€papXiyHi, TaKk 1 HelepapXidyHi aJrOpUTMH KjacTepu3allii, i Mae Ha MeTi 3a0e3nednTH
BHYCPITHUH 1 MPAKTHYHUH MOCIOHVK 13 Pi3HUX METO/IB KJIACTEPU3aIlii TS TOCIITHUKIB i MPAKTHUKIB Y IIiH
raiysi. Pobora 30cepemkena sik Ha METOaxX PO3AIIBHOI, TaK 1 Ha arfloMepariiHii Kilactepusarii, a TAKoX
Ha JIGHJpOTrpaMi, IepeBarax i HeIOoJiKax KOXKHOTO METONy, a TaKoXK Ha TOMY, SIK JEHIPOTpamMH
BUKOPHUCTOBYIOTHCS ISl Bizyamizamii pe3ynbTaTiB iepapxiuHoi kiactepusamii. Bin Takox 3abesneuye
TIOPIBHSIHHS 1€papXivHOi KilacTepu3alii 3 HelepapXidHOIO KiacTepH3alli€ro, 30Kpema aimroputmMoM K-
CepelIHixX, 1 0OroBOPIOE TXHI BIAMOBIIHI NepeBaru Ta Henoaiku. OHIEI0 3 KIIOYOBHX MepeBar iepapXiqHoi
KJIacTepH3allii € Te, 1[0 BOHA HE BUMArae BiJl KOPHCTYyBa4a 3a3/1aJIeTi[b BKa3yBaTH KLIBKICTh KJIACTEPIB, SIK
y BUMAJIKY 3 HEIEPAPXIYHOIO KJIACTEpHU3alli€l0. 3a3HAYAETHCS, 10 [T BU3HAYSHHS BIAMOBIAHOT KLIBKOCTI
KJIaCTepiB MOXKHA BUKOPUCTOBYBAaTH ACHApPOTpaMy. B pe3ynpTaTi BiI3HAYaeThCI KOPUCHICTD i€papXidHOL
KJIactepm3anii Uil psALy AOAATKiB, 30KpeMa Ui MOITyKOBOTO aHANi3y AaHUX. Y MOCTIHKEHHI TaKOX
PO3TIIAIOTECSI OCHOBHI METOIM BH3HAYCHHS HAUOUIBIT CX0KKX 00°€KTiB 1 kitactepiB. Kpim Toro, y crarti
HAIa€ThCA OTIISA METOY KiracTepu3anii K-cepenHix i mopiBHIOEThCA HOTO 3 i€papXidHOIO KIIACTepU3AITI€TO.
Kuio4oBi ci1oBa: arjoMepaTHBHA KIIaCTEPHU3allis, PO3AUTbHA KIacTepHU3allis, iepapXidHa KiIacTepu3allis,
k-cepenHi.
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