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[IpencraBneHo HOCIiIKEHHS HOBOI KOHIICTIIIT MTiABUIICHHS KiOep3aXxHCTy — KOTHITHBHOTO
piBH: Oe3mneku, SKUi QYHKIIIOHYE SK JOTaTKOBHH IHTEICKTYAIBHUH Map HaJl MPUKIATHIMHA
cepBicamu iH(popMariitHuX cucteM. OCHOBHA ifes MOJISATa€ y CTBOPEHHI HPOTPaMHOL
Ha/OyIOBH, 3[IaTHOI PO3Ii3HABATH 3MICT 3alMTiB, HAMIPH KOPHCTYBauiB Ta HETHUIOBI Iii y
MepexxeBoMy Tpadiky. 3anpornoHOBaHa apXiTeKTypa BKJIIOYAE TPU B3a€EMOIIOB’13aH1 MOAYJII:
NepIInii BUKOHYE aHali3 TeKCTOBUX 3alUTIB 1 KOHTEKCTY X BUHUKHEHHS, IPYTHH BUSBJISIE
MOBE/IIHKOB] BiJXMUJICHHS Ha OCHOBI YaCOBHX IOCIIJIOBHOCTCH MO, a TPETiil 3MiHCHIOE
00’€eIHAHHS Pe3yJIbTATIB IS OLIHKH 3arajisHOr0 PU3UKY Ta MPUHHSTTS PillIeHb ITPO AOCTYII.
Jns moOynoBH IUX MOIYJTIB BHUKOPHUCTAHO CydYacHI HEHpOMepekeBi TEeXHOJNOril —
TpaHCc(OpPMEpHi, PEKYpPeHTHI Ta aBTOCHKOACPHI MOJENi, IO JO3BOJIAIOTH CTBOPIOBATH
a/laliTUBHI MOJIITUKK pearyBaHHs. PeaizoBaHO MPOTOTHII iHTEIEKTYAIFHOTO CEpBicy, SKHi
aHaJi3ye TEKCTOBI JaHI, aKTHBHICTh KOPHCTYBa4a i KOHTEKCTHI mapaMmeTpu Ta (opmye
pilIeHHS: MO3BOJHUTH JMif0, BHMAaraTH JOJAaTKOBE IiITBEp/DKEHHS abo 3a0lOKyBaTH
onepamiro. OTpUMaHi pe3yNbTaTH IOKAa3yHOTh BUCOKY TOYHICTh BHSBICHHS PH3HKIB 1
3[ATHICTh CHUCTEMM 3MEHINYBAaTH KUIbKICTh MOMHIIKOBHX CIIpalfoBaHb. Y pOOOTI TaKOX
PO3TMIISTHYTO MHTAHHS 3aXMCTY MPUBATHOCTI, MOSICHIOBAHOCTI PIllIeHb 1 HamilHOCTI poboTH
Mojienield. 3alporoHOBAaHO IIOETAIlHY CTPATerilo BIPOBA/KEHHS KOTHITHBHOTO pIBHS
0e3IeKH y MPOMHCIIOBHX Mepekax, IM(POBHUX ABIMHMKAX Ta KOPIIOPATUBHHUX CEPEOBHUILAX,
110 CTBOPIOE OCHOBY JIJIsI IIEPEXO/1Y Bijl pEaKTUBHHUX JI0 Ilepe10adyBaIbHUX CHCTEM 3aXHCTY.
KirouoBi cioBa: KorHiTHBHA Oe3rieka, PiBeHb OC3MEKH CHUCTEM, IITYYHHHA IHTEICKT,
MallMHHE HaBYaHHs, IIOBEIIHKOBHH aHaii3, TIOSCHIOBAaHI pIIIEHHS, IHTEJIEKTYyasbHi
NOJITUKY, KOHTEKCTHHH pU3MK, UIHMGpOBUHA JBifiHWK, Oe3nedHa aBTeHTHdIKALis,
KiOep3axucr.

Beryn. CydacHi cucteMu O€3meKH MEpPeXOsiTh Bi TPAAMIIIHOTO KOHTPOIIO JTOCTYIY 0
KOTHITUBHHUX apXIiTEKTyp, 110 BPAaxXxOBYIOTh KOHTEKCT, MOBEIIHKY Ta HaMipH KOpPUCTYBaya.
Knacuuni metoau ayreHTudikaiii BUSBIAIOTbCA HEE(PEKTUBHUMHU y AMHAMIYHUX IUGPOBUX
cepeloBUINax, TOMY BUHUKAE MOTpeda y 6araTopiBHEBUX PILIEHHSX, 3/1aTHUX aHAJlI3yBaTH HE
JIMIIIE 3aIIUT, a i HOro CeMaHTUKY Ta MOBeAIHKOBI 03Haku. KornituBuuii piens 6e3nexu (CSL)
— e IHTeJeKTyalbHa Haj0yloBa MPHUKIAIHOIO pIiBHA, sSKa OI[HIOE 3alUT pa3oM 13
TE€XHIYHMMH, YaCOBUMHU Ta MOBEAIHKOBHUMHM MapaMeTpaMu, BUABIILE€ aHOMAJIi Ta 3amobirae
PHU3UKOBHUM MisiM. AKTyanbHICTh BIpoBa/keHHss CSL BU3HAYaeThCsl B 3pOCTaHHSAM KUIBKOCTI
BHYTPIIIHIX I1HLIWJEHTIB, YCKJIAQJAHEHHSM TIOBEAIHKOBUX IMAaTEpHIB y TiOpUAHUX HUPPOBUX
CepeloBUINaxX Ta MOTpedoI0 y MOSCHIOBAHUX 1 mpo3opux cucremax LI B Mexax mapagurmu
Zero Trust.

Orasaa jgireparypu. Y Cy4acHHUX JOCHIDKCHHSX KiOepOe3neKu CHOCTEPIraeThCs TEHICHIIIS
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Mepexoly BiJl PEaKTUBHUX METOJIB J0 KOTHITUBHUX apXiTEKTyp, SIKi 3/1aTHI BPaxOBYBAaTH
MOBEJIHKY, KOHTEKCT Ta Hamipu KopucTyBada. KmacumuHi migxomu 10 ayTeHTH]iKamii Ta
aBTOpM3allii, 3aCHOBaH1 Ha (PIKCOBAHUX MPABUIIAX, BUABISIIOThCSA HEIOCTATHBO €(PEKTUBHUMHU B
YMOBaX JUHAMIYHHUX HU(POBUX EKOCHCTEM.

Benuka kinbkicTh gociimpkens (Vaswani et al., 2017; Hochreiter & Schmidhuber, 1997;
Kipf & Welling, 2016; Pang et al., 2021) onucye BUKOpUCTaHHS TTTMOOKUX HEMPOHHUX MEPEK
— TpaHchopMepiB, PEKYpeHTHUX Ta TpadoBUX MOJEICH — Uil aHai3y TEKCTIB,
MOBEIHKOBUX MaTEepHIB Ta BUsBiIeHHS aHoMmauid. [Ipami Demertzis, Iliadis, Karamchand Ta
iHmuX aBTopiB (2018-2024) neMOHCTPYIOTh PO3BUTOK KOHIICTIIii KOTHITUBHUX OIEpaIliiHux
HEHTpiB Oe3IeKu, 3JaTHUX IO€JHYBAaTH MAIIMHHE HAaBYaHHs, KOHTEKCTHY AaHAJITHKY Ta
npuHiunu Zero Trust Architecture.

Oxkpewmi pobotu (Gaspar et al., 2024; Patil et al., 2022; Arreche et al., 2024) npucBsiueHo
nosicHIOBaHOMY mITy4HoMY 1HTeNekTy (Explainable Al), skuit 3abe3nedye Mmpo3opicTh
NPUKRHATTA pillleHb cucTeMaMu Oe3neku. Takoxk 3HauHa yBara MpHIUISIEThCS aCIIEKTaM privacy
by design (Zhang et al., 2024) — 3axucTy NPHUBATHOCTI Ta €TUYHOCTI OOPOOKU NaHUX Y
nporiecax KOTHITUBHOTO aHAaJIi3y.

[TpoBenenuii anami3z jgiTepaTypd CBIIYUTH, IO IHTErpalis CEMAaHTHUYHUX, MOBEIIHKOBHUX 1

KOHTEKCTHUX MOJIEJICH Y €IMHY KOTHITUBHY CTPYKTYPY € MIEPCIIEKTUBHUM HAIPSIMOM PO3BUTKY

cuUcTeM KiOep3axucTy, SKUH J103BOJIE€ IEPEUTH B PEAKTUBHUX 10 IepeadadyBabHUX

MeXaHi3MiB MTPOTH/IIT 3arpO3aM.

Meta po6oTH. MeTOr TOCIIKEHHS € PO3pO0JICHHS CUCTEMHOT MOJIEIi KOTHITUBHOTO PiBHS

6esnexn (Cognitive Security Layer, CSL), sika pyHKIIOHYE SIK iHTE€JIeKTyaIbHa HaJ0y10Ba Hal

npukiaaaauM piBHeM OSI. Po6ora cripsiMmoBaHa Ha:

1. Omnwuc apxitexktypu CSL i npuHImmiB ii moOy 0BH.

2. Po3poOneHHsl anropuUTMIB aHaji3y HaMipiB KOpPHCTyBada, MOBEIIHKOBUX BIIXWUJIEHb Ta
KOHTEKCTHUX PHU3HKIB.

3. CrTBOpeHHs NOSACHIOBaHOrO MexaHi3my 3nuTTs pusukiB (Explainable Risk Fusion) s
MPUAHATTS aJaNTUBHUX PIllICHb.

4. OOrpyHTyBaHHS €TUYHUX NPUHLHUIIB YIIPOBAI)KEHHS KOTHITUBHUX CHCTEM Y IPOMHUCIIOBI,
KOPIHOpaTHBHI Ta XMapH1 CEPEJOBUILA.

Bukiag ocHoBHOro marepianay. MeTomosoriyHa OCHOBA JOCHIDKEHHS TPYHTY€EThCS Ha

MOETHAHH] CUCTEMHOT0, KOTHITUBHOTO Ta MAalIWHHOTO MiJXOJIB, IO JO3BOJISIE IHTETPYBATH

aHAITUYHI, TOBEIIHKOBI i KOHTEKCTHI aCIIEKTH Y €AMHY MOJENb KOTHITUBHOI Oe3neku [4], [5],

[15]. Takuii migxim BiANOBiIa€ Cy4YaCHUM TEHJICHIISIM PO3BUTKY IITYYHOTO IHTENIEKTY Ta

Ki0ep3axucTy, e KIIYOBY pOJIb BiAIrpae B3a€EMOAIS MK JIOJAMHOIO Ta IHTEJIEKTYyaJbHUMHU

oOuuncIIOBAIBHUME CTpyKTypamu [12], [13].

OCHOBOIO METOJIOJIOT] € MPEICTaBIeHHs! KOTHITUBHOTO PIBHS O€3MEKH SK MeTapiBHS,
KU MOEHYE TPU aHATITHYHI KOHTYPH:

CemaHTUYHMI aHaNi3 HaMipiB KOPUCTYBaya, peasi3oBaHUN yepe3 MOoJeNi MPUPOIHOL
MoBH (sentence-transformer, MiniLM, MPNet), 1o 3a6e3nedytoTs po3yMiHHS 3MICTY 3alUTIB
1 KOHTeKCTy BukoHaHHs [1], [9].

[ToBeniHKOBY aHANIITHKY, sika 0a3yeTbcs Ha MOCIIOBHOMY aHali31 il KOpUCTyBaya 3a
JIOTIOMOT'OI0 PEKYPEHTHHX Ta aBTOeHKoJiepHuX HelpoHHuX Mmepexk (GRU-AE, CNN+LSTM)
[6],[10], [16].

KoHTekcTHY OIIIHKY pHU3MKY, fKa BpaxoBye MepexeBi, reorpadiddi Ta
aBTeHTH(IKaliHHI (JaKTOPH JOCTYILY, T03BOJISIIOYHM JUHAMIYHO KOPUTYBATH MOJITHUKU Oe3MeKn
BIJIMOBIAHO A0 3MiH cepenoBuia [7], [8].

st cuHTE3y pe3yNbTaTiB IUX KOHTYPIB BUKOPUCTAHO MEXAHI3M KOTHITUBHOTO 3JIUTTS
pusukiB (Explainable Risk Fusion), sikuii ¢opmye iHTErpanbHUi MOKa3HUK OE3MEKU Ha OCHOBI
BaroBMX Koe(ili€HTIB T0CTOBIPHOCTI KO3KHOT Mojieni. Take pimeHHs 3abe3neuye aJanTUBHICTh
CHCTEMH 10 3MIHHHUX CLIEHapiiB KOPUCTYBAIbKOI MOBEIIHKU Ta MiHIMI3y€e XHOHI CIIpalfOBaHHs
y nuHaMidHUX KiOepindpacTpykrypax [18], [20].MeTomonorisi TakoK BPaxOBY€ MPUHIIUITHA
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Zero Trust Architecture — BiACyTHICTb anpiopHOi AOBipH 10 OyAb-IKHX Cy0 €KTIB AOCTYIY, a
TaKOX BUKOPHUCTaHHS mosicHioBaHux moxenen (Explainable Al) mns mpo3opocTi mpuidHITHX
pitens [7], [19], [22]. ETnuna KOMIIOHEHTa MOCIIHKCHHS PEalli3ye€ThCsl depe3 KOHIICIIIIIo
privacy by design, mo nepeadadae 3He0COOJICHHS MOBEAIHKOBHUX JIAHUX 1 3aXUCT MPUBATHOCTI
Ha BCiX eramax oOpoOku [23].3aramom 3ampONOHOBAHUN METOJOJOTIYHHUH MiIXiJ TOETHYE
aQHAJTITUYHI BJIACTUBOCTI IITYYHOTO IHTEJEKTY, MPUHIUIKA KOTHITUBHUX HAayK Ta IHXKEHEPIIO
Ki0ep3axucry, (OpMyHOUHM OCHOBY JUIS MOJANBIIOI PO3POOKM KOTHITMBHHX IOJITHK Y
MIPOMHMCIIOBUX 1 KOPIIOPATUBHUX 1H(PpacTpyKTypax HOBOro nmokoiinas [11], [14], [17]

Apxitektypa CSL MiCTUTB TPU OCHOBHI MOJIYJi:

Monyns A (Intent + Context) — BHU3HAYa€ CEMaHTHUKY 3allUTy KOPHCTyBada 4epe3
sentence-embedding Ta Mmeranani (endpoint, metox, reonokartisi, MFA).

Monyns B (Behavioral Anomaly Detection) — BukopuctoBye GRU-Autoencoder abo
ID-CNN+BiIiLSTM asnist BUSIBICHHS BiIXWICHb y mociigoBHOCTI moxint (keypress, click, API
call).

Fusion / Policy Engine — ¢opmye iHTerpoBaHmii MoKa3HUK KOTHITHBHOTO PU3UKY:

Reog = wi(1 = Cint) + WaSanom + WaRetx

1 mpuitmae pimeHHss: allow, step-up MFA, block.

Ha pucynky mnomaHo y3aralbHEHY apXiTEKTypy KOTHITUBHOTO pIiBHA O€3MEKH
(Cognitive Security Layer, CSL), sika BinoOpakae Joriky oOpoOKH 3aluTiB KOpUCTyBaya BiJ
MOMEHTY HAJXOJDKCHHS 10 NMPHUHSATTS pilieHHs cucteMoro Oesmeku [1], [5], [7], [16]. s
CXeMa JIEMOHCTpY€E, K 00 €IHYIOTbCS TPU KIIOUOBI CKIAJOBI KOTHITMBHOTO aHamizy —
CEMaHTHYHA, TOBEIIHKOBA Ta KOHTCKCTHA — Yy €JMHY IHTETPOBAHY CHCTEMY OIIHIOBAaHHS

PU3HKY.
BxigHui 3anut
(Request)

TekcT 3anuty, MeTaEaHi MMocnigoBHicTb Aii

Mogaynb A Mogaynb B
(Intent + Context) (Behavioral Anomaly Detection)
C_int R _ctx S_anom
________ ) A [N, — N A

+" Sentence-embedding \\) ‘/'/ MeTapaHi \\) """ MocnigosicTs nogiii >~
. (MinLM/MPNet) - “__ (Geo, MFA, Endpoint) - s .__ (GRU-AE/CNN+BILSTM) .-

| S_anom

(BneBHeHicTb y Hamipi) KOHTEKCTHUI puank) (OuiHka aHomanii)

Fusion / Policy Engine
(Explainable Risk Fusion)

R_cog
|HTEerpanbHUi puauk)

/

PilweHHs
(allow, step-up MFA, block)

Puc.1. ApxiTeKTypa CUCTCMHU ITIOSACHIOBAHOT'O OI_[iHIOBaHHSI pI/I3I/IKiB KOpUCTYBAllbKUX 3aIIUTIB

VY BepxHiil YaCTHHI CXEMH PO3TALIOBAHO BX1JHUH 3alUT KOPUCTYBAUa, SKHUI MICTHUTb TEKCTOBY
yacTuHy (Hampukiaa, API-3anut abo komaHay) Ta cympoBigHI MeTajaHl (TeoJioKallis, THII
HPUCTPOIO, CI0ci0 aBTeHTH(IKAIIT). 3aUT MepeJaeThes 10 JBOX MapayeIbHUX MOIYJIiB:
Monyne A (Intent + Context) BUKOHYye ceMaHTHUHUIN aHAJI3 3Ty, BU3HAYAI0UH HOTO
3MICT 1 Hamip KOpHCTyBaya 3a JONOMOror Mmozeinei sentence-embedding (MiniLM a6o
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MPNet). OgHouacHO MOAYJIH 00pOOIISIE KOHTEKCTHI MTapaMeTPH, Taki K MICIE MiIKITI0YCHHS,
OararodakTopHa aBTeHTH(DIKAaIig Ta KiHIIEBAa TOYKA OCTYIy. Pe3ynbTaToM € Ba MOKa3HUKU:

C_int — yIeBHEHICTh CHCTEMH Y TPaBUIILHOCTI PO3MI3HAHOTO HaMipy;

R_ctx — oIiHKa KOHTEKCTHOTO PU3HUKY.

Monyns B (Behavioral Anomaly Detection) anasizye mociiIOBHICTb /il KOpHCTyBaya
— HATUCKaHHA KiaBim, BUKIMKH APl abo KIiKM — 3 BHKOPHCTAaHHSIM PEKYpEHTHHX 1
sroptkoBuX HelpoHHUX Mepex (GRU-AE, CNN-+BiLSTM) [6], [10], [20]. Pe3ynbratom €
S _anom — oIliHKa MOBEAIHKOBOI aHOMATi.

Otpumani Tpu mnapamerpu (C int, R ctx, S anom) HagxomsATe y UEHTpanbHUI
komrnoHeHT — Fusion / Policy Engine (Explainable Risk Fusion). Lleii moxynb BHKOHYE
KOTHITUBHE 3JIUTTSl PU3HKIB, OOYUCIIIOIOUN 1HTETpalbHUM Mmoka3Huk Oe3neku (R cog), sxuit
BPaxOBY€E BaroMicTh KOXXKHOTO THITy curHainy. [lani ¢opmyeThes nmosicHioBaHe pitneHHs (allow
/ step-up MFA / block), mo 3abe3nedye amanTuBHICTH 1 Mpo30picTh cuctemu [7], [8],
[18].Takum 4yMHOM, CXe€Ma ULIIOCTPYE MOBHHMM IMKJI KOTHITMBHOTO aHAJI3y 3amuTy — BiJ
pO3Mi3HAaBaHHSA HaMipy /[0 OI[HKM TMOBEIIHKOBUX PHU3HKIB 1 NPUUHATTS MOSCHIOBAHOTO
pimenHs. Taka apXiTeKTypa J03BOJII€ MiHIMI3yBaTH KUTBKICTh IOMIJIKOBHX OJIOKYBaHb,
HiABUIIUTH TOYHICTh BU3HAUEHHS aHOMaJill Ta peanidyBaTd npuHuunu Zero Trust Al y
KOPITOPATHBHUX 1 MPOMHCIIOBHX iH(pacTpykTypax HoBoro mokouinus [14], [19], [23].

Anroputm CSL Inference Service ckialaeTbes 3 TpbOX KIIFOYOBHUX (PYHKIIOHATBHUX
YaCTHUH.

[Mepumii eran — FUSION RISK. Ileii 010k 00’€Hye TpU MMOKa3HUKHU: YIIEBHEHICTb
CHUCTEMH Yy TPaBWIBHOCTI HaMipy KOpHCTyBada, pIiBEHb IIOBEIIHKOBUX BIAXWIEHb 1
KOHTEKCTHUI pu3uk joctyny. KoxkeH 13 mapaMeTpiB Mae BJIaCHY Bary y poO3paxyHKy, II0
JIO3BOJISIE CHCTEMi aJalTHBHO pearyBaTd Ha 3MiHM CEPENOBHINA W THUIHM KOPUCTYBAIbKOL
AKTUBHOCTI. 3aB/ASKH LIbOMY OL[IHKA PU3UKY € THYYKOIO Ta TOYHIILIOO.

Hpyruit etann — POLICY DECISION. Ha ocHOBI OTpUMaHOTO piBHSI PH3UKY CHCTEMa
npuiiMae pilieHHs Y¥ JO3BOJIMTH /110 IPU HU3bKOMY PU3HKY, BUMAaratu J0/1aTKOBY IEPEBIPKY
(Hanpukiana, 6araropakTopHy aBTEHTU(DIKAIIIIO) IPU CEPETHBOMY PHU3UKY, a00 3a0JI0KyBaTH
3anuT Opu BUcokoMy. Takuil miaxin 3abesnedye oNTUMadbHUM OanaHc MK Oe3MeKoro Ta
3pY4YHICTIO KOPUCTYBaya.

Tperiit eran — CSL_INFERENCE SERVICE. lle cepsic, sikuii 3a0e3neuye MOBHUI
LUK OOpOOKM 3amuTy: aHali3ye TEKCTOBE HAIOBHEHHS, MOBEIIHKOBI CUTHAJIM Ta TEXHIYHI
napaMeTpH, po3paxoBye NOKa3HUKHM pu3MKy U nepenae ix y moayias FUSION RISK s
(dbopMyBaHHS OCTaTOYHOTO pilleHHs. TakuM YMHOM, aITOPUTM peajizye KOTHITUBHUN T1IX1a
710 6e3MeKH — MO€EAHYE aHai3 HaMipiB, TOBEIIHKU Ta KOHTEKCTY, CTBOPIOIOYH IHTEIEKTYalIbHY
CUCTEMY IPUMHSTTS PIllIEHb y PEKHUMI PEAIbHOTO Yacy.

IIporpamuuii pe3ynbrar:

Total params: (261.53 KB)
Trainable params: (261.53 KB)
Non-trainable params: (0.00 B)

Puc.2. IIporpamauii mpOTOTHI MOJIE1 KOTHITUBHOTO PiBHS O€3MEeKH
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Po3pobiieno mporpamuuii mporotun korHithuBHOro piBHs Oesmeku (CSL) y Google
Colab 3 Bukopucranusm TensorFlow i Keras. Monens Moayns A (Intent + Context) —
nocmigoBanii MLP 13 Tproma Dense-mrapamu ta Dropout — npuiimae 128 o3HaK (TEKCTOBI,
NOBEIIHKOB1, KOHTEKCTHI1), Ma€ MpuxoBaHi mapu Ha 256 1 128 neiiponiB (ReLU) ta Buxin Ha 8
KkiaciB; 66 952 HapuyBani mapamerpu. Kowmmimsmis: Adam + categorical crossentropy;
Bamimamiianii F1 = 0.81. Iligxin y3romkyerbes 3 mpargsmu [4], [9], [10] i memoHcTpye
crabinpHicTh MLP y moegnanni 3 sentence-embeddings (MiniLM, MPNet). Monaens
inTerpyerscst y CSL sk in¢epenc-cepic misg ouinku C int i cnibHO 3 S anom Ta R ctx y
Fusion/Policy Engine ¢opMye iHTerpaJibHHi KOTHITUBHMN pu3uK. OTpUMaHi pe3ylbTaTH
HiATBEPKYIOTH MIPUIATHICTh HEMPOMEPEXK VIl KOHTPOJIIO HaMipiB y mapaaurmi Zero Trust Al
Ta OCHOBY [UIsl aJanTUBHUX TMOJITHK JOCTYNY B TPOMHCIOBHUX 1 KOPHOPaTHUBHHUX
iH(pacTpyKTypax.

[IpoBeneH1 eKCIIepUMEHTH MiATBEPAUIN €(EKTUBHICTh 3alPOIIOHOBAHOI apXiTEKTYpH
KOTHITUBHOTO piBHA Oe3meku (CSL) Ta ii mpakTHYHY NPHIATHICTH y PI3HHX CIIEHApisX
KOPHUCTYBAIbKO1 aKTUBHOCTI. OIIHIOBAJINCh TOYHICTh, aIalITUBHICTS 1 MOSICHIOBAHICTh CUCTEMU
i1 9ac 0OpoOKH SIK JETITUMHHUX, TaK 1 aHOMaJIbHUX 3aMUTiB. Pe3ynbpTaTi TecTyBaHHS MOJYIIIB
pO3Mi3HaBaHHS HaMipy, MOBEIIHKOBUX BIIXWJIEHb 1 KOTHITUBHOTO 3JTUTTSI PU3UKIB MOKA3aJH,
IO MOEJHAHHS CEMAHTUYHOTO, TIOBEAIHKOBOTO Ta KOHTEKCTHOTO aHANi3y 3HAYHO ITiJBHUIILYE
TOYHICTh KJacudikamii a1 KopucTyBaua i 3HUKY€E KUTbKICTh XMOHUX crpalioBanb. OTpuMaHi
JaH1 MiATBEPHKYIOTh IIEPEBark KOTHITUBHOTO ITiIX0AY HaJl TPAIUIIHHUMU METOIaMU OC3IEKH,
JIEMOHCTpYIoun 3aatHicTh cuctemu CSL 10 camoHaBuUaHHS, MOSICHIOBAHOCTI PIIIeHb 1
CTIMKOCTI /10 TIOBEJIHKOBUX aHOMAJiil — KIIFOUOBHX pHC apxiTekrypu Zero Trust Al HoBoro
MOKOJIIHHS.

Y Mexax eKCIepUMEHTAIbHOI YacTUHU JIOCHIDKCHHS NPOBEICHO aHAJITHYHE
MOPIBHSIHHS 0a30BUX apXITEKTYP, 110 POPMYIOTh OCHOBY KOTHITUBHOTO PiBHS Oe3neku. MeToro
bOTO TIOPIBHSHHS € BUSIBJIEHHS CWJIBHHUX CTOPIH pI3HUX THUIIB HEWPOHHUX MEpex Ta
BU3HAYEHHS JIOLUIBHOCTI X BUKOPUCTAHHS JUIsl OKpeMux (pyHKIiOHaIbHUX MoayiiB CSL —
CEMaHTHYHOT0, TOBEAIHKOBOT'O Ta IHTErpaIiiiHOTO.

Tabmn. 1 y3aranbHioe pe3ynbTaTH aHaI3Y I’ SITH KIIOUYOBUX apXiTEKTYp, SKi HaiyacTimie
3aCTOCOBYIOTBCS Y CY4acHHX IHTeNeKTyanbHuX cuctemax oesneku: CNN+LSTM, GRU-AE,

Taoanms 1.
[TopiBHsIIbHA XapaKTEPUCTUKA HEUPOAPXITEKTYp y KOrHITUBHOMY 1mapi 6e3neku (CSL)
. OcobmamBocTi OcHOBHa
ApxiTeKkTypa IIpu3naueHHs R 3Ha4YeHHs
peanizamii METpHKa
Byte2Image-
CNN+LSTM Morix nozii OT HICPETBOPEHIH, F1-score 0.87
YacoOBi MaTepHu
MOBEIIHKHA
KornituBHa Reconstruction
GRU-AE aBTeHTH(IKAIIs loss, ominka EER < 8%
KOpHUCTYyBayiB nomunku EER
Sentence
Transformer . - embeddings,
(MiniLM) NLP-anani3 HamipiB COHTEKCTHA F1-score 0.81
CEMaHTHKa
Context graph
Graph NN BusiBiieHHs aHOMaTii !earnlng, AUROC 0.92
y API-Buxnmkax MIJKBY3JI0Ba
3aJISKHICTh
. Explainable risk
Tirerpauis fusion, KorHiTHBHA
Fusion CSL MYJIBTHCHTHAJIBHUX . . AUROC 0.94
. iHTepIpeTaItis
MOTOKIB .
PH3HKIB
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Transformer (MiniLM), Graph Neural Network (GNN) ta inTerpoanoi mozemi Fusion
CSL. lns KOXHOI apXiTEKTypH HaBeIeHO il OCHOBHE NPU3HAYEHHS, XapaKTepHi 0COOIMBOCTI
peamizamnii Ta 0a30By METpUKY €(GEKTHBHOCTI, IO JIEMOHCTPYE SKICTh PO3B’sI3aHHSA
MIOCTAaBJICHOTO 3aBJIAHHS.

Mopens CNN+LSTM npoaemMoHCTpyBajia BUCOKY €(hEeKTUBHICTh Y POOOTI 3 YaCOBUMH
norokamu monid (F1 = 0.87), GRU-AE — Halikpami pe3ynbTaTH y KOTHITHBHIN
aBreHTHdiKanii kopuctysauiB (EER < 8%), Transformer (MiniLM) — TouyHe po3mi3HaBaHHS
HamipiB (F1 =0.81), a GNN — BusBneHns anomaiiii y B3aemonii mixk API (AUROC = 0.92).
HatiiBuii moka3sHukH gocsria inTerpoBana apxitekrypa Fusion CSL, o nmoeiHye BCi curHain
ta peanizye Explainable Risk Fusion (AUROC = 0.94). lle miarBepmxye mepeBary
KOTHITMBHOT'O MJAXOAY HaJl OKPEMUMHU MOJIETISIMHU.

VY naBuansHOMy UK CSL 00po0iisie )KypHaAIX 3aMuTiB 1 MOBEIIHKOBI MO11, (hopmye
MOBHI €MOEIJIMHTY, HaBYa€ MOJAYJIl HaMipiB 1 MOBEIIHKOBUX aHOMAaii, KaliOpye MOporH
(0.35-0.6) Ta nepeBipsie pe3ynbratu y shadow-pexumi.

Indepenc-ceppic Ha FastAPI moBeprae BIeBHEHICTh y HaMipi, OI[IHKY aHOMAJii Ta pillICHHS
(allow / step-up MFA / block).

Hocsarnyti pesynsraté (F1-macro = 0.80-0.84, AUROC > 0.90, EER < 8%, Tounictb 93%,
false positive < 12%) TOBOJATH KUTTE3NATHICTD 1 IepeBard KOTHITUBHOI iHTErparlii CUrHaIIiB
y pamkax Zero Trust Al

TpaauuiiiHi cucTeMu KOHTPOJIIO JOCTYy Ta curHaTypHi IDS crimparotbes Ha (hikcoBaHi
MpaBuJia il HE BPaXOBYIOTh CEMAHTHKY /il KOpUCTyBaya, 110 IPU3BOIUTH JI0 BEIHKOT KITBKOCTI
NOMWJIKOBHX CIIpalllOBaHb y TiOpuaHux mudpoBux cepemoBumax. Oxpemi wmojeni -
CNN/LSTM, GRU-AE, GNN uu Transformer epexTuBHI Juille Yy BY3bKHX 3ajadyax, aje
BTPAYalOTh CTAOUTBLHICTH IIPH 3MiHI KOHTEKCTY a00 poJli KOPHCTYBava.

3anpononoBanuii miaxin Cognitive Security Layer (CSL) nmomae mi oOmexeHHS,
NOEAHYIOUN TPU HAIPSIMU aHAJI3y - CEMAaHTUYHHIA, TIOBEAIHKOBUHN 1 KOHTEKCTHUH - Yy MeXax
MOSICHIOBAHOTO MEXaHI3My HpUHHATTS pimieHb. IHTerpoBana monens Fusion CSL nocsria
AUROC = 0.94, nepeBULIMBIIM PE3yIbTaTH OKPEMHX apXIiTEKTyp 1 3MEHIIMBIIN KIIbKICTh
XHOHUX CHpAIIOBaHb.

Cucrema miaTpumye noporose KaiiOpyBaHHs, shadow-TecTyBaHHsS Ta Mae MOAYINb
NOSCHIOBAHOCTI, SIKMM Hajae NPUYMHM pillleHb, IO BiAmNoOBiZae Bumoram Zero Trust i
cranaaptam XAI-IDS. 3 touku 30py etuku ta npuBaTHocTi CSL n1oTpuMyeThcs MPUHIMIIB
privacy by design - 3HeocoOyieHHs NaHUX, MiHiMi3alis 300py iH(opmarii, muppyBaHHA
1IeHTU(iKaTopiB. 3aBASKM BHUKOPUCTAaHHIO ayrMeHTtaumii, adversarial-TpeHyBaHHS Ta
(denepaTUBHOrO HaBUaHHS CHCTeMa € poOAacTHOIO, MaclITa0OBaHOK 1 NPUAATHOIO IS
IIPOMMCIIOBHX, [0T Ta KOpIOpaTUBHUX CEPETOBUILL.

OTtxe, CSL mpencrasisie mepexiJi BiJl peaKTUBHUX 1 CUTHATYPHUX METOMAIB J0 KOTHITUBHO-

MIPEBEHTUBHOI O€3MeKH, 110 MOEAHYE TOYHICTh, MOSICHIOBAHICTh 1 aJaNTUBHICTh Y MEXKax

koHuenii Zero Trust AL

BucnoBku. Apxitektypa Cognitive Security Layer (CSL) migrBepmxkye epeKkTUBHICTH

MO€HAHHS CEMAaHTUYHOT'0, TOBEIHKOBOT'O Ta KOHTEKCTHOT'O aHaNi3y JUIs CTBOPEHHS CTIHKO1 i

MOSICHIOBAHOT MOJIeJ pU3HKY B cuctemax Zero Trust. [HTerpoBane 371UTTs CUTHAIIIB TiBUIIYE

TOuHICTh 10 93%, 3HmKye false positive 1o 12% 1 mepeBepirye okpemi HEMPOHHI MOAEIII.

Moysb OsSICHIOBAHOCTI TTICKITIOE TOBIPY 10 CUCTEMH, a TPUHITUT privacy by design rapanrtye

6e3neuny o0poOky nanux. CSL - 11e KpoK /10 KOTHITUBHO-ITPEBEHTUBHUX CUCTEM O€3MEKH, 110

MOEHYIOTh TOUHICTh HEHPOMEPEXK 13 MPO30PICTIO Ta aJAITUBHUM KEPYBaHHSAM PU3HKAMHU.
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The article presents a study of a new concept of improving cybersecurity — the cognitive security layer, which
functions as an additional intelligent layer above the application services of information systems. The main idea
lies in creating a software superstructure capable of recognizing the content of requests, user intentions, and
atypical actions in network traffic. The proposed architecture includes three interrelated modules: the first performs
analysis of text queries and the context of their occurrence, the second detects behavioral deviations based on time
sequences of events, and the third combines the results to assess the overall risk and make decisions about access.
To build these modules, modern neural network technologies are used — transformer, recurrent, and autoencoder
models, which allow creating adaptive response policies. A prototype of an intelligent service has been
implemented, which analyzes text data, user activity and contextual parameters, and forms a decision: to allow the
action, to require additional confirmation, or to block the operation. The obtained results show high accuracy of
risk detection and the ability of the system to reduce the number of false positives. The paper also considers issues
of privacy protection, explainability of decisions, and reliability of model operation. A step-by-step strategy for
implementing the cognitive security layer in industrial networks, digital twins, and corporate environments is
proposed, which creates the basis for the transition from reactive to predictive protection systems.

Keywords: cognitive security, system security level, artificial intelligence, machine learning, behavioral analysis,
explainable decisions, intelligent policies, contextual risk, digital twin, secure authentication, cybersecurity.
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