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The task of identifying plagiarism between texts in different languages is an important
variation of the general problem of identifying plagiarism. To solve this problem it is
productive to calculate the degree of certain similarity of two texts which is called
parallelism. In the article, the method of parallelism estimation based on Zipfian frequency
distribution is studied. The key idea of the method is the construction of a linear regression
model that compares the areas under the linearized Zipf curve for the corresponding
documents. A computational procedure has been implemented to find the optimal
classification parameters for such a model. To obtain a model more relevant to specific
application conditions, computational experiments were performed to determine the
optimal parameters corresponding to two classification metrics: the proportion of correct
answers (accuracy) and F1-measure. The determination of the best classification parameters
performed on the basis of the training subset of the corporal. To reliably estimate the
model, classification metrics are recalculated on a test subset. The performed computational
experiments using this approach showed limited applicability to language pairs composed
of English, Russian and Ukrainian texts. To improve the filtering performance of parallel
texts, a filter based on word frequencies in texts is proposed and implemented. To improve
the quality of classification two directions have been formulated: an extension of the text
corpora used in the model training, as well as methods for mutual using several
classification filters.

Keywords: parallelism of multilingual texts, Zipfian frequency distribution, linear
regression model, classification metrics, word frequency based filter, optimal classification
parameters

Introduction

With the passage of time, the availability of information increases. This applies to both
the volume and variety of information, and to tools that provide an increasingly convenient
and easy way to access information of various activities and qualifications. In such
circumstances, it becomes possible to create information-relevant documents, composed
largely of fragments borrowed from other sources. This method considered unfair. It is
customary to call this approach plagiarism. Under the conditions described, the task of
identifying plagiarism is becoming more relevant.

The term “plagiarism” has an informal, but fairly stable definition. According to article
50 of the Law of Ukraine "On Copyright and Related Rights", plagiarism is the publication, in
whole or in part, of someone else's work under the name of a person who is not the author of
this work. Despite the brevity and simplicity of this formulation, in some cases this definition
cannot be interpreted unequivocally.

In this situation, more and more sophisticated methods are required. It is important to
understand the reason for the complexity of the task of detecting plagiarism. In our opinion, it
is determined by the complexity of the objects that form the subject area (texts, language,
knowledge). In fact, a full-fledged solution to this problem is an example of an extremely
complicated task from the category of natural language processing (NLP). Other such tasks
are machine translation, systems with a natural language interface, etc.
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There is a large number of available automated systems for detecting plagiarism. Some
of them are de facto standard for use within academic institutions. To gain access to the full
functionality of such systems, commercial licenses are often required. An analysis of the
standard functionality of antiplagiarism systems reveals their typical drawback. If an
unscrupulous author gets access to the original material published, for example, in English,
and then straightforwardly and qualitatively translates it into his native language, then from a
legal point of view it is plagiarism. This phenomenon can be called a multi-lingual plagiarism.
At the same time, available anti-plagiarism systems cannot detect it.

The proposed work is devoted to the development of automated means of detecting
multilingual plagiarism. Such a task, obviously, will require the involvement of a diverse
arsenal of methods offered for a broader range of NLP tasks. In this area, there are many
methods. From our point of view, they can be divided into two categories:

- methods that analyze the internal structure of the document;

- methods that use generalized statistical information about texts.

It may seem that the first category of methods has a higher potential for qualitative
detection of plagiarism. However, for the problem of multilingual plagiarism, their
application is difficult, since it will require the development of non-trivial means of structural
analysis of texts and at least partial implementation of machine translation.

The approach proposed in this article is the application of methods of the second
category to solve the problem of multilingual plagiarism.

A common feature of all methods of this category is the ability to extract brief
information about the text, which essentially characterizes its contents. The simplest example
of such feature is the title of the text. Another way of compact representation of the
characteristic features of the text arises from the application of the well-known Zipf’s law.

Zipf’s law is a statistical law, working in a wide range of subject areas. In the context of
word processing, it is formulated as follows: the frequency of words in the text is inversely
proportional to their rank. Rank - the ordinal number of the word, in the list of all words in
descending order of their frequencies.

From now on, we shall call two texts parallel in the case when one of them is obtained
as a result of the translation of the other. Obviously, this term is closely related to the
identification of multi-lingual plagiarism.

The aim of this paper is to investigate the applicability of the analysis of the Zipf curve
to identify multi-lingual plagiarism for "English-Russian”, "English-Ukrainian™ and "Russian-
Ukrainian" language pairs.

The quantitative evaluation of the parallelism is determined in the form of a series of
separate computational procedures.

Related works

Zipf's law is quite intensively used in solving NLP tasks. In [1] an attempt is made to
justify Zipf's law, reliance on the features of human memory. This rationale is useful for
understanding the hidden features that are universally manifested in virtually all large enough
texts. These features allow us to apply the Zipf law in NLP problems. An earlier publication
[2] investigated different characteristics of texts and text corpora that ensure the abidance of
Zipf's law. This allows for a rough classification, relating the texts to one of two categories
("normal™ and "abnormal™). An example of the practical application of the Zipf law in [3] is
the identification of the functional significance of abbreviations and acronyms in English and
German.

In [4] Zipf's law is used to identify the parameters of the Zipf curve characteristic for
each language. As a result of computational experiments, the authors developed a filter that
provided high performance when identifying parallel texts.
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Preparatory stages of filter construction

Before applying to the text specific techniques that determine the degree of parallelism,
each text must go through the stages of preliminary processing, presented in Fig. 1
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Fig. 1. The preliminary stages of Zipf-filter construction

The first step in the filter operation is the construction of the natural Zipf curve for one
text. Further, the graph is reduced to logarithmic coordinates, which gives the natural
hyperbolic Zipf curve the appearance of the "stepped” line. The next step is the linearization
of the step graph using the least squares method (LSM). At the last stage, the area under the
linearized Zipf curve is calculated.

The use of this area is the central idea in the construction of the Zipf filter. The
relationship between the slope of the line and the area below it determines typical situations
that allow one to conclude that the two texts represented by these lines are parallel. Consider
the situations presented in Fig. 2.

4 Freg & Freqg & Freg
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Rank Ranl: Ranlk
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Fig. 2. Various options for the relations between the frequency characteristics of texts in
accordance with the Zipf law: a — equality of areas, different slope; b — different areas,
different slope; ¢ — different areas, equality of slope
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From the point of view in [4], option a) (equality of areas, different slope) is treated as a
sign of parallelism, and option c) (different areas, equality of slope) as its absence. The most
interesting is option b) (different areas, different slope). At first glance, this situation can be
interpreted as the lack of parallelism. However, our conclusion will change to the opposite if
statistical analysis of the pairs of parallel texts for a certain language pair will reveal a stable
pattern in the ratio between areas. This criterion is, to some extent, hypothetical and requires
experimental confirmation. In this article, the authors presented the results of an experiment to
confirm this hypothesis, and concluded that this criterion was competitive in comparison with
several known ones. For a corpora of some dozen texts of several language pairs ("English-
Spanish”, "English-Dutch™ and "English-Swedish™), a series of classifying models with
different tuning parameters was built. The best values of the average harmonic characteristics
of F1-measure with respective values of 6 (parameter of classification model providing best
result) are shown in Table 1. There is another useful classification metrics which is called
accuracy. It was not represented in this research paper.

Table 1.
Classification metrics’ results for three language pairs
English — Spanish English - Dutch English - Swedish
d F1 3 F1 3 F1
6 0.57 3 0.58 4 0.74

We consider that obtained results show effectiveness of the described classification
approach. It is the subject of interest to test this approach under specific conditions. In
particular, it is important to apply this approach to the language pairs that are more relevant in
our circumstances (English-Russian, English-Ukrainian, Russian-Ukrainian).

Training Zipfian filter

To build a Zipf filter, you need to pre-process rather large amount of parallel texts pairs,
calculating the areas under the Zipf curve for them. Thus, each pair of parallel texts is
represented by two values: xi is the area under the Zipf curve of the i-th text in one language
and vy is the area under the Zipf curve of the i-th text in another language. To obtain a
characteristic relation between these values within the bounds of two languages, based on
these data, the linear regression model is constructed by using LSM: y =a, +a,X.

Having this model, we can formulate a criterion for determining the parallelism of two
texts D, and D, .

1 if |e| <9,
0, otherwise

Parzipf (Ds’ Dt) = { (1)

where e is the model error for this text pair €,=y, —(a, +a,X;).

The best result will be achieved when =0, which means that the area obtained as a
result of the model’s operation coincides with the actual value. However, it is necessary to
allow some degree of deviation of the actual area from the area obtained by using the model
(threshold &). The final stage of training the parallel text filter is to find the value of threshold
& which provides best classification results. The magnitude of this threshold can be found
through the solution of the problem of optimizing the functioning of the classifier in
accordance with one of the generally accepted metrics (accuracy, precision, recall, F1). This
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problem can be solved empirically due to the linear nature of the classification model used. In
this paper we used the following procedure.

Initially, the range within which the best threshold value is searched is empirically
determined. Further, for each value from this range (with some step), the target classification
metrics (accuracy or F1) are determined. At each step of this process, a subset of text pairs
(the learning set) is used. The threshold value at which the best classification results are
obtained is considered optimal. Another subset of text pairs (test set) is used to assess the
effectiveness of the model with the calculated threshold. If the results of applying the obtained
model to the test set are comparable with respect to the training set, the model can be
considered sufficiently reliable.

Description of the computational experiments

To implement the approach described above, a software system was developed. Its
object-oriented structure is shown in Fig. 3 as a class diagram.

ZipfText2Area ZipfLinearLanguageRelation ZipfDeltaLearning

MyLSM

ZipfTextObjects

Fig. 3. Zipf filter class diagram

Description of classes in the diagram:

— ZipfText2Area - calculation of the area under the linearized logarithmic Zipf curve.

— ZipfLinearLanguageRelation - defines the relation between the areas of the texts for
two languages using the linear regression model and calculates the deviation for two specific
texts in terms of this model

— ZipfDeltaLearning - finds the best threshold value in accordance with the formula
(D).

— MyLSM - least squares method for linearizing the Zipf curve and determining the
parameters of linear regression of two languages.

— ZipfTextObjects - objects that store information about areas under the Zipf curve for
a given set of texts.

The experiments in this work used relatively small text corpus consisting of parallel texts in
three languages — 20 pairs (English, Russian), 12 pairs (English, Ukrainian) and 12 pairs
(Russian, Ukrainian). Preparing this corpus in terms of the proposed research methodology, a
significant shortage of lexical resources in the Ukrainian language was revealed. In order to
avoid influencing the results with insignificant lexical information, each text has been cleaned

from stop words.
The results of the experiments are summarized in Table 2.

Table 2.
Results of experiments with Zipfian filter
Accuracy | Bestd Accuracy F1 Best o F1
(training) (testing) (training) (testing)
EN-RU 0.9 0.03 0.89 0.37 0.43 0.35
EN-UK 0.95 0.32 0.81 0.84 0.32 0.66
RU-UK 0.91 0.16 0.81 0.76 0.21 0.66
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The results in Table. 2 in some cases exceed the results from [4] with respect to the F1-
measure. In addition, rather high values are obtained. Some instability in F1-measure can be
associated with the limited size of the training corpora.

Implementing a filter based on the frequency profile of the text

The above results of applying the proposed Zipf filter do not allow to consider such a
filter reliable for classifying parallel texts between language pairs English-Russian. The next
step in the progress of this work was the development and implementation of a fairly simple
parallel text filter, which in the future will be called a word frequency based filter. In this
case, a characteristic feature of the text is the frequency distribution of words in the text. The
hypothesis underlying this filter is that the frequency distribution of the most popular words in
two parallel texts will show a high coincidence.

Formally, this can be represented as follows.

Let w;,... w' be the words of text 1 ordered from the frequency of occurrence in textl,
and wZ,... w’ are the words of text 2 ordered from the frequency of occurrence in text2.

The sets FW, = (W},..., w; ) and FW, = (W/,..., w.) are the sets of k most popular words
in texts 1 and 2

|FW, N FW,| — the number of matching words in FW, and FW, (taking into account
the translation)

1 if [FW, NFW,| <4,

ParWordFreq(Ds' Dt) {O, Otherwise

This filter was implemented using several procedures, among which we note the
following:

— Automation of the translation from one language to another (performed using Google
online services)

— The method of empirical selection of optimal parameters of the model for achieving
the best classification results (similar to the one used to construct the Zipf filter)

The results of the experiments are summarized in Table 3.

Table 3.
Results of experiments with word frequency based filter
Accuracy Best @ Accuracy | F1 Best & F1
(training) (testing) (training) (testing)
EN-RU | 0.99 0.2 0.94 0.9 0.2 0.8
EN-UK | 0.97 0.21 0.94 0.86 0.21 0.86
RU-UK | 0.89 0.03 0.75 0.69 0.02 0.66

Here we can see rather high values both in accuracy and F1-measure.

Conclusions

Two methods for determining parallel texts were developed and tested. The first method
is based on the analysis of the frequency distribution of words in accordance with the Zipf
law. The second is the overlapping of high-frequency words in documents. The results of
experiments do not allow us to state that any of these methods cannot be used as a high
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reliable classifier. However, given the different nature of these two methods, several schemes
for their cooperative usage can be proposed, taking into account the specific requirements of
the problem.

Thus, two directions are promising in the future:

— development of effective schemes for the joint use of several classification models;

— work on the expansion of linguistic resources corpora, applicable within the
framework of the proposed approach.
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NIAXIA 10 BUSIBJIEHHSA IIJIATTATY PI3BHOMOBHHUX TEKCTIB
B.I.Ilenko, [.X. Tadap Abayna

Opnecbkuii HanioHaNbHUE yHiBepcuTeT iM. I.I. MeunukoBa,
ByJ. JIBopsiHChKa, 2, Oneca, 65082, Ykpaina; e-mail: vpenko@onu.edu.ua

3aBaaHHs BHSBJICHHS IUIariaTy MK TEKCTaMM Ha PI3HHX MOBaxX € BAXKJIMBUM PI3HOBUIIOM
3arajbHOIO 3aBJIaHHS BHSBJICHHs ruiariaTy. sl BUpINIEHHS UbOTO 3aBIaHHS IUIIJHAM €
MOJKJIMBICTh OOYHCIIOBATH CTYIiHB MOMIOHOCTI (TMapaienbHOCTi) JBOX TEKCTIB. Y CTaTTi
BHUBYAETHCS METOJ OILIHKHU MapajielbHOCTI Ha OCHOBI po3moainy dactot 3imda. KirouoBoro
imeer0 MeTomy € moOymoBa IHINHOT perpeciifHol Mozemni, IO CIIBCTAaBILE IUIONI ITiJ
JiHeapi30oBaHUMHU KpUBUMH 3imda A TEKCTiB, IO CIIBCTAaBISIOThCS. PeamizoBaHa
oOumcIIOBAIbHA TPOLEAYpa s 3HAXODKEHHS ONTHMANBHUX TMapaMeTpiB Kiacudikaril
Takoi mozemi. s oTpUMaHHS MOJElNi, sSKa OUTBIIOI MIpOIO BiAIMOBiAa€ KOHKPETHUM
yMOBaM 3aCTOCYBaHHS IIPOBEICHI [BI Cepii OOYHCIIOBAILHUX EKCICPHUMEHTIB IS
BU3HAYCHHS ONTHMAJBHHUX I1apaMeTpiB, I[I0 BiANOBIAAIOTH JBOM KiacudikauiiHuM
Metpukam: Accuracy i Fl-mipa. BusHauenHs Haiikpammx kiracu@ikalifHUX HapaMmerpiB
BiOyBa€THCS HA OCHOBI HABYAJIBHOTO MiIMHOXHHHM Kopirycy. /s HamiiHOT OI[iHKY Mojei
kimacuikamiiHi METPUKH IepepaxoBYIOTHCS Ha TECTOBOMY IiAMHOXXWHI. BukoHaHi
00YnCITIOBaNIbHI  €KCIIEPUMEHTH 3 BHKOPHCTaHHSIM IHOTO MIiAXOAY IOKa3ajdd OOMEXEHY
MIPUIATHICTH 110 JI0 MOBHHUX Map, CKJIAJCHUX 3 aHMIIHCHKHUX, POCIHCEKUX Ta YKPaiHCBKHX
TeKCTiB. J{JIs1 MOJiNIIeHHs MOKa3HUKIB (UIbTpanii napajiesbHUX TEKCTiB 3alPOIIOHOBAHUM 1
peanizoBanmii inbTp, MmO OazyeThcst Ha YacToTax ciiB B Tekcrax. CdopmynboBaHO
HanpsiIMK{, 100 JIO3BOJIIIOTH MOJIMIIMTH NOKA3HUKH SKOCTI Kiacudikamii: po3MUpEHHS
KOpIYCY TEKCTiB, II0 BHMKOPHUCTOBYETbMS NPH HABYaHHI MOJENi, a TaKOX METOAU
CIUIBHOTO BUKOPUCTAHHS IEKIJIBKOX KIIacH(iKamiifHnX (QiabpTpiB.

KurouoBi ciioBa: maparnemnizM pi3HOMOBHHMX TEKCTiB, po3HOAiN dacToT mo 3imda, miHilHA
perpeciiHa Mozenb, METpPUKH Kiacudikarii, (igpTp MO dYacToTax CIiB, ONTHMAaNbHI
kiacudikamiiHi TapameTpu
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NOoAXO/ K BBISIBJIEHUIO IIVIAT'MATA PASHOSI3BIKOBbBIX TEKCTOB
B.T".ITenko, N.X. I'adap Abnymna

Opnecckuit HarMOHANBHBIN YHUBepcuTeT M. 1.11. MeunnkoBa,
yi. JIBopsiackast, 2, Onecca, 65082, Ykpauna; e-mail: vpenko@onu.edu.ua

3ajaya BBUIBICHUS IUIarMaTa MEXAY TEKCTAMH Ha Pa3HbIX S3bIKAX SIBISIETCS BaXKHOU
Pa3sHOBHUAHOCTBIO OOIMIEH 3amayll BBIABICHHUS IUIaruara. g pemeHus 53ToH 3ajmadu
TUTOJIOTBOPHBIM ~ SIBJISICTCS BO3MOXHOCTH BBIYHCIISATH CTCIEHb MAPAIUICTBHOCTH JABYX
TEKCTOB. B cTaThe M3y4eH METO]l OIICHKH MapauleIbHOCTH Ha ocHOBe Zipfian frequency
distribution. KiroueBoii mzieell MeToa sBISCTCA MOCTPOCHUE JIMHEHHON pPErpecCHOHHOM
MOJIC/IH, COIOCTABIAIONICH IUIOMAAXA TIOJ] JIMHCAPH30BaHHOW KpuBOW 3unda s
COOTBETCBYIIUX IOKYMEHTOB. Peann3oBaHa BRIYHCIUTEIBHAS TPOLICAYPa IS HAXOKIACHUS
ONTUMAIIFHBIX MApaMETPOB KiacCU(UKAIMM TaKOW Mojenu. Jlas momydeHHus MOJCIH, B
OouibIleil CTENeHN COOTBETCTBYIOIICH KOHKPETHBIM YCJIOBHSM MPUMEHEHHs MPOBEICHBI
JIBE CEPUH BBIYMCIUTEIbHBIX IKCICPHUMEHTOB JUIsl TOJyYCHUS] ONTUMAJIbHBIX MMapaMeTpoB,
COOTBETCTBYIOIINX JIByM KIIACCU(HUKAIUOHHBIM METPUKAM: JOJS MPABHIbHBIX OTBETOB U
Fl-mepa. OmnpeneneHue HaWIy4IIUX KIaCCH()UKAIMOHHBIX MaPaMETPOB MPOHCXOAUT HA
OCHOBE 0O0y4Yarollero IMOJMHOXKecTBa Kopmyca. JIisi HaJe)KHOH OLEHKH MOMICIH
KIacCU(DUKAIIMOHHBIE METPUKH TEPECYUTHIBAIOTCS HA TECTOBOM  IOJMHOMKECTBE.
BEIMONHEHHBIC BBIYMCIUTEIBHBIC JKCICPUMEHTBI C HCIIOJH30BAHUEM 3TOTO IOAXOJa
MOKa3ajJd OTPaHWYCHHYIO MPUMCHUMOCTh K SI3BIKOBBIM IapaM, COCTaBJICHHBIM W3
AHTJIMICKUX, PYCCKUX M YKPAHHCKHUX TEKCTOB. J[yis ynmydiieHus mokaszareneil (puibTpaIiu
napajieIbHBIX TEKCTOB TPEIJIOKCH U Peali30BaH (UIBTP, OCHOBAHHBIN HAa YaCTOTaX CIIOB
B TekcTax. CdopMynupoBaHbl HAMpaBJICHHs, MO3BOJIIOIINEG YIIYUIIUTh [OKA3aTeIIH
Ka4ecTBa Kiaccu(UKALMK: PACIIUPEHHUE KOPITYCa TEKCTOB, MCIOJIB3yeMOro MpH 00y4eHUH
MOJICTIH, a TAKIKE METObI COBMECTHOTO HCIOJIb30BAHUSI HECKOIbKHUX KIACCH(UKAIIMOHHBIX
(UIBTPOB.

KaioueBble ciioBa: mapajuiefii3M pPa3HOS3BIKOBBIX TEKCTOB, PACMpeeleHHEe YacTOT MO
3undy, TuHEiHAsS perpecCuOHHAs MOJIeb, METPUKH KiIaCCU(BHUKAIUK, GUILTP [0 YaCTOTAM
CJIOB, ONTUMAITbHbIC KITACCH()UKAIIMOHHBIC [TapaMeTPhI
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