[HOOPMATUKA TA MATEMATHUYHI METO1 B MOAEJIFOBAHHI = 2023 = Tom 13, Ne 3-4

DOI110.15276/imms.v13.n03-4.195 Informatics and Mathematical Methods in Simulation
UDC 004.93'11:004.942 Vol.13 (2023), No. 3-4, pp. 195-203

USE OF PRE-TRAINED NEURAL NETWORKS FOR MODELING
NONLINEAR DYNAMIC OBJECTS

A.A. Orlov

National Odesa Polytechnic University
1 Shevchenko Ave., Odesa, 65044, Ukraine
email: andrey.orlov.od@gmail.com

The paper considers a class of problems of identification of nonlinear dynamic objects
with continuous characteristics using neural networks with time delays. The multiple
use of pre-trained neural networks to identify objects of different nature with similar
laws of functioning is substantiated. The aim of this work is to reduce the training
time of neural network models without significant loss of accuracy by developing a
method for pre-training neural networks with time delays in the tasks of identifying
nonlinear dynamic objects with continuous characteristics. The scientific novelty of
the work is the further development of the method of pre-training neural networks
with time delays in the tasks of identifying nonlinear dynamic objects with continuous
characteristics, which allows reducing the training time of neural network models
without significant loss of accuracy. The method consists in extracting general
patterns from the base dataset at the pre-training stage and using them to solve specific
problems at the stage of retraining models on the target dataset. A formal criterion is
proposed to determine the moment of termination of the neural network pre-training,
the use of which allows avoiding retraining of the base model and ensuring a
significant reduction in the model training time on the target dataset. The practical
significance of the work is to develop an algorithm for the method of pre-training
neural networks with time delays in the tasks of identifying nonlinear dynamic objects
with continuous characteristics, which reduces the training time of neural network
models and the loss of model accuracy. To study the convergence rate of the training
algorithm and modeling accuracy, an experiment was conducted with test nonlinear
dynamic objects. The obtained modeling results demonstrate the effectiveness of the
proposed method. The value of this study is fo determine the area of effective use of
the proposed method, namely, when the general and target datasets do not have
significant differences and the target dataset is of sufficient size to reflect the
properties of the research object.

Keywords: nonlinear dynamic objects, modeling, neural networks with time delays,
pre-training.

Introduction. In the modern world, against the background of rapid technological
development, the issues of effective modeling of modern management objects are
becoming increasingly relevant. Classical methods, although reliable and widely used,
are increasingly proving to be insufficiently effective for representing complex objects of
the world [1, 2]. Complex control objects are characterized by a high degree of
nonlinearity and dynamics, the ability to adapt to various environmental conditions and
operating requirements.

Due to the above requirements, researchers and engineers prefer to consider
complex objects as a "black box" whose internal structure and functioning algorithms are
not accessible to an external observer [1, 3]. Such objects are well described by simulation
models that approximate or mimic the behavior of a real system, which is difficult or
impossible to express analytically. Simulation models are built on the basis of an
input/output experiment, in which an object is analyzed based on its response (output
signals) to external influences (input signals).

Today, neural networks are widely used as simulation models [2]. In the world of
rapidly evolving technologies, neural networks have become an essential tool in the field
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of artificial intelligence, demonstrating impressive capabilities in solving complex tasks
ranging from pattern recognition and natural language synthesis to identifying simulation
models.

Such models can be trained to simulate complex behavior based on the observation
of input and output data, which is why they are often used to model time dependencies
and predict the behavior of complex dynamic systems.

Despite advances in the field of neural networks, the problems of effective learning
with limited data and computational limitations remain unresolved [4]. Therefore, the task
of developing methods to improve the characteristics of neural networks remains relevant.
Analysis of research and publications. Different approaches are used to overcome the
limitations that hinder the development of neural networks in the field of complex object
identification, depending on the application, object properties, availability and amount of
training data. Having systematized the research in the field of improving neural network
training methods, the following key areas can be identified.

Improvement of learning methods aimed at creating models capable of accelerating
learning and quickly adapting to new tasks based on limited data. This area includes
experiments with activation functions [5], learning methods [4], and the structure of
neural networks [6].

The development of learning methods includes adaptive optimization algorithms
such as Adafactor, LAMB, Ranger [7], which can more effectively use gradients for
learning, as well as techniques for thinning layers and parameters in neural networks,
which help reduce the number of calculations and speed up the learning process. This
approach is implemented using the Sparse Training and Magnitude Pruning methods [8].

The choice of network architecture is carried out using automatic machine learning
(AutoML) methods, which significantly speeds up the model development process. Such
methods include Neural Architecture Search (NAS) [6, 9].

The construction of surrogate models makes it possible to reduce the size of neural
network models and speed up computations without significant loss of accuracy, which
is especially relevant given the growing demands on computing resources and the use of
neural networks on mobile devices. This area includes such algorithms as Deep
Compression [10], the construction of linear [3] and integral [11] surrogate models.

Pre-training allows neural networks to extract information from large amounts of
data before the main training phase and can accelerate model convergence during training
on target data, increasing their performance even on datasets of limited size [12].

A variation of pre-training is the transfer learning technique, which allows using the
knowledge gained from solving one problem to improve the solution of another [13]. This
approach is actively used when the available training data for a new task is limited, and
it can significantly speed up learning and improve the generalizability of the model.

Modeling practice is well known for cases when you have to solve similar tasks that
are repeated in different fields of activity due to the fact that objects of different nature
have similar laws of functioning. In the field of software development, such tasks have
long been successfully solved by reusing once-written code in the form of function
libraries, classes, or a framework, depending on the degree of generalization of the task.

In the emerging field of simulation modeling, this approach is just beginning to be
used. In this case, a pre-trained neural network can be used as a reusable solution. In this
case, the construction of the target model consists of extracting general patterns from the
base dataset at the pre-training stage and using them to solve specific problems at the
stage of training models on the target dataset [12].

The described technique has several advantages. First, it allows using large amounts
of data to extract general patterns, which is especially useful in the absence of sufficient
data in the target dataset. Secondly, pre-trained models can be successfully applied to
different tasks, even if they are related to different areas. This saves time and resources,

196



[HOOPMATUKA TA MATEMATHUYHI METO1 B MOAEJIFOBAHHI = 2023 = Tom 13, Ne 3-4

as there is no need to train the model from scratch for each new task. Thus, thanks to pre-
training, neural networks are able to demonstrate impressive results even in conditions of
limited resources.

This approach is a fairly common and effective practice for reducing the training
time of convolutional neural networks and building universal models before they are
retrained on a specific task. VGG (Visual Geometry Group) pre-trained convolutional
networks are widely known and have been successfully used for image classification
tasks, GPTs are designed for text generation.

At the same time, there is a lack of work in the field of pre-training neural networks
that model the behavior of nonlinear dynamic objects with continuous characteristics.

This article discusses methods of improving the characteristics of neural networks
based on the idea of pre-training as a promising direction of identification of complex
continuous objects, which is dynamically developing and able to effectively cope with
the requirements of modern modeling tasks.

The aim of this work is to reduce the training time of neural network models
without significant loss of accuracy by developing a method for pre-training neural
networks with time delays in the tasks of identifying nonlinear dynamic objects with
continuous characteristics.

Formulation of the research problem. The formal statement of the problem of pre-
training neural networks can be formulated as follows.

Let S be an initial problem for which there is a large amount of labeled data (dataset
Ds):

Ds={(x?, y*)}, (M
where x5 — is the input data, y;5 — is the corresponding output data (labels) of the dataset
Ds, i=1,...,Ns, Ns—is the size of the dataset Ds.

Let us denote the basic model as a neural network trained on the data of the problem
S with parameters 0s as fos.

Let T be a target task for which there is a limited amount of labeled data (dataset
DT)i

Dr={(", )} @)
where x;” — is the input data, y;” — is the corresponding output data (labels) of the dataset
Dr, j=1,....Nt, Nris the size of the dataset Dr.

At the same time, using the parameters 05 of the base model fys to initialize the
weights of the target model for, it 1s possible to train the target model for on the data of
the dataset D7 to adapt it to the target task.

A model fys is called a pre-trained model if the minimum loss function is ensured
for the target model for trained on the basis of parameters 0s:

0r =arg minor Li(fur(x"), /), 3)
where L7 — is the loss function adopted for the target problem.

At the same time, to assess the quality of the pre-trained model fos (measuring the
success of the base model), we can introduce the concept of performance Pyr of the model
fos on the target dataset Dr as a metric that characterizes the model's ability to solve the
target problem:

Por =Eor /tor, 4)
where Eor — is the difference between the predicted for(x;7) and the true y;” values of the
objective function; tor — is the time spent on training the model with an accuracy of Eor .

In practice, the mean absolute error mae, mean squared error mse, or coefficient of
determination R-squared can be used as Epr. The number of epochs of model training
can be used as #p7. Calculating the model performance allows you to assess how well the
pre-trained model fits a specific target task and data.
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The main part. The basic idea of pre-training is that a neural network is first trained to
extract general features and patterns from data that can be applied to different tasks. This
pre-trained model is then retrained on a narrower sample of data related to a specific task.

However, when implementing this method, the problem arises of finding the
moment when pre-training stops, when the model is already able to extract general
patterns from the underlying dataset and, at the same time, has not adapted to the data of
a particular task, i.e., the neural network has not been retrained. Violation of this balance
causes the following problems.

1. Early termination of pre-training (undertraining): if the pre-trained and target
models differ significantly, the retraining process may take longer and be less effective.

2. Late termination of pre-training (retraining): if the pre-trained model has
adapted to the data of the base dataset, then the problem of Domain Shift arises. This can
lead to a loss of model performance on the target task due to the mismatch between the
characteristics of the base and target datasets.

The developed method of pre-training neural networks should take into account
both limitations by determining the pre-training threshold, which reduces the time of
model training while ensuring a given accuracy.

A time-delay neural network (TDNN) is used as a neural network model of
nonlinear dynamic objects with continuous characteristics. Due to their simplicity and
versatility, TDNNs have become the most widespread. The most commonly used TDNN
structure consists of three layers: input, hidden, and output [14].

In this structure, the input layer of a TDNN includes M neurons — the memory
length of the object model. The number of neurons M choses to best reflect the dynamic
properties of the object. The hidden layer includes K neurons with a nonlinear activation
function. The number of neurons K choses to best reflect the nonlinear properties of the
object. The output layer of TDNN contains 1 neuron with a linear activation function.

The input layer receives data

X(tn ):[x(tn ), x(tn-] ), ooy x(tn-M-[ )], tn :I’IA t, I’l:], 2, ves (5)
The signal y(¢,) at the output layer at time #, depends on the values of the input
signal x(#,) and is determined by the expression [14]:

() =b, +Sﬂiwi S {bf +iwi.jx(tn__j)J (6)

i=1
where bo, b; — are the biases of the neurons of the output and hidden layers, respectively;
So, Si— are the activation functions of the neurons of the output and hidden layers,
respectively; w;, w;; — are the weighting coefficients of the neurons of the output and
hidden layers, respectively.

Taking into account the well-known fact that in multilayer neural networks the first
layer identifies the most general features, and the subsequent layers identify more
specific features, the following method of pre-training neural networks with time delays
is proposed in this paper for identifying nonlinear dynamic objects with continuous
characteristics.

Stage 1. The neural network model fs is trained on the data of the basic dataset
{(xs(tn), ys(tx))}. In this case, the criterion for stopping the training process is the
simultaneous fulfillment of the following conditions: the standard deviation of the
parameters of the input layer of the network at epochs k+/ and k does not exceed a
predetermined value £ and the standard deviation of the parameters of the hidden layer
of the network at epochs £+ and k is not less than a predetermined value E»:
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e

1 i=l j=1 2 (7)
62 :EZ(M}[I{H —Wikﬂ) ZEZ
i=1

Stage 2. The neural network model y7(,) is trained on the data of the target dataset
x7(t,). The parameters of the base model ys(#,) are used as the initial state of the target
model y7(#,). In the process of training the target model, the pre-trained weights of the
neural network are not fixed in order to correct and adjust them to the data of the target
task during further training. This process is called fine-tuning.

The criterion for stopping the learning process is the absolute deviation of the
model output from the target values.

The proposed method of pre-training neural networks with time delays for the

identification of nonlinear dynamic objects is tested on the task ofidentifying a test object
with continuous characteristics.
Experimental setup. The accuracy of TDNNs and the time of their construction using
pre-training of neural network models is studied on the example of a basic dataset. The
dataset is formed from a set of input signals x(¢)=a@®(¢) in the form of step functions with
different amplitudes a and their corresponding output signals y(¢)=f(x(¢)).

In [15], it was established that TDNN models are not invariant to the shape of the
input signal and can adequately reflect the properties of a dynamic object when trained
on a sufficient amount of input and output signals of the same type as in the test data set.
Therefore, the common nonlinear and dynamic links shown in Table 1 are used as a black
box transducer f.

Table 1
Nonlinear and dynamic functions that form the basic dataset
Ne Title Expression
1 | Inertia-free amplifier (£)=Rx(?)
2 | Integrator yO=UT [J  x(®)d(t)
3 | Inertial link Tdy(t)/dt+ y(t) = x(¢)
4 | Oscillating link c dy? y()/de + c; dy(t)/dt + c3 y(£)= x()
5 | The lagging link W(t)=Kx(t-7), t>1

A three-layer neural network with time delays is used as a pre-trained neural
network model. In this structure, the input and hidden layers of the network have
M=K=50 neurons with activation in the form of a linear rectifier [15]. The output layer
of the TDNN includes 1 neuron with a linear activation function. This structure of the
neural network ensures the level of losses set by the experimental conditions (mse < 50)
with an acceptable training time (epochs < 100). The resulting TDNN was used to study
the accuracy of models of dynamic objects with smooth and significant nonlinearities.

The process of preliminary training of the described model on the data of the basic
dataset is demonstrated in Fig. 1: a plot of the loss function versus the number of training
epochs (Fig. /a) and a plot of the model training accuracy metric versus the number of
training epochs (Fig. 1b).
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Fig. 1. TDNN model training process on the base dataset: a — graph of the loss function
versus the number of training epochs; b — graph of the model training accuracy metric
versus the number of training epochs.

Taking into account the stopping conditions (7), the pre-learning process stops after
the end of epoch 7.

We study the accuracy of TDNNs and the time of their construction at the stage of
target training using the example of a target dataset. The dataset is formed from a set of
input signals x(¢£)=a@(f) in the form of step functions with different amplitudes a
(ae (0,1)) and the corresponding output signals [14] in the form of a linear function with

saturation:
s,x(t) >
»(0) ={ > p (8)
gx(1),x(t) < p
where s — is the saturation level, p is the saturation point, and g is the gain.

The process of training a TDNN model with randomly selected weights on the
target dataset is shown in Fig. 2a: a graph of the model training accuracy metric versus
the number of training epochs.

The process of training a TDNN model by retraining a pre-trained model on the
target dataset is demonstrated in Fig. 2b: a plot of the model training accuracy metric
versus the number of training epochs.

a b
Fig. 2. Graph of the model training accuracy metric versus the number of training epochs
on the target dataset: a — models with randomly selected weights; b — by retraining a pre-
trained model.

Fig. 2 shows a 3.7-fold reduction in the time required to train the TDNN model on
the target dataset compared to the full training procedure, while ensuring comparable
accuracy of both models.

To investigate the modeling accuracy, the resulting neural network is verified on a
test nonlinear dynamic object given in [15]. In Fig. 3 shows a comparison of the output
signals y,(f), »\(?) and y(¢), obtained as a result of the action of the step signal x(¢)=a®(¢)
(a=0.65) at the inputs of the TDNN model, the second-order integral-step series [14]
(chosen as a method of deterministic identification for comparison), and the simulation
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model of the test nonlinear dynamic object, respectively. The graph shows a 15%
advantage in accuracy of the proposed TDNN model over the integral -step model.
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Fig. 3. Comparison of the output signals yn(t), yv(t) and y(t), obtained as a result of the
action of the signal x(t)=a®(t) on the inputs of the TDNN model, the integro-power series
and the simulation model of a nonlinear dynamic object, respectively .

Discussion of results. The obtained simulation results show that the use of TDNN
models with pre-training to identify nonlinear dynamic objects with continuous
characteristics can significantly reduce the training time of neural network models
without losing accuracy. However, this method is demanding to meet the following
conditions:

Task Mismatch: if the tasks for which the model has been trained and the target
task differ significantly, the trained model may be less effective. A special case is the
Domain Shift problem, where a pre-trained model is trained on data that is significantly
different in distribution from your target data.

Insufficient Data for Fine-Tuning: if there is a limited amount of labeled data for
the target task, then retraining a trained model may face the problem of overtraining or
undertraining.

Model Size: some pre-trained models can be large and require large computing
resources to run and retrain.

Thus, the area of effective application of the method of pre-training neural
networks with time delays in the tasks of identifying nonlinear dynamic objects with
continuous characteristics is when the general and target datasets do not have significant
differences and the target dataset is of sufficient size to reflect the properties
Conclusions. In this paper, an attempt has been made to further develop the method of
pre-training neural networks with time delays in the tasks of identifying nonlinear
dynamic objects with continuous characteristics in order to reduce the training time of
neural network models without significant loss of accuracy.

The novelty of the proposed method lies in the use of a formal criterion for
determining the moment of termination of pre-training, which allows avoiding retraining
of the base model and providing a significant reduction in the model training time on the
target dataset.

The proposed method of pre-training neural networks with time delays for the
identification of nonlinear dynamic objects is tested, which demonstrated a 3.7-fold
reduction in model training time on the target dataset compared to the full training
procedure while ensuring comparable accuracy of both models.

The advantages of pre-training include the ability to improve model performance
when there is a lack of labeled data for the target task. This is especially useful in
situations where the collection of labeled data requires a lot of effort and the base task
has an excess of data. The area of effective use of the proposed method is highlighted.
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Posrisinyro kmac 3amau  igeHTH(ikamii  HeNiHIHHMX JIUHaAMIYHHX OO'eKTIiB 13  Oe3nepepBHUMHU
XapaKTEepUCTUKAaMH 3a JIOTIOMOTOI0 HEHpPOHHMX MepeX 13 4acoBUMH 3arpuMkamu. OOrpyHTOBaHO
OaraTopa3zoBe BUKOPUCTaHHS ITOTIEPEIHbO HABYEHUX HEMPOHHUX Mepex sl ineHTudikamii 00'eKTiB pi3HOT
NPUPOJIH, IO MAlOTh CXOXKI 3aKOHM (YHKIIIOHYBaHHS. MeToro poOOTH € CKOpPOYEHHs 4acy HaBYaHHS
HelipoMepexeBuX Mojesiedl 0e3 3Ha4HOI BTpATd TOYHOCTI HUISXOM PO3BUTKY METONY IMONEPEAHbOTO
HaBYaHHS HEHPOHHHMX MEPEX 13 YaCOBUMHU 3aTPUMKAMU B 33/1a4ax iieHTU(IKaIT HeTIHIHHUX AMHAMIYHHX
00'ekTiB 13 Oe3mepepBHUMH XapakTepucTukamu. HaykoBa HOBHM3HA pPOOOTH MOJISTAE Yy MOJATBIIOTO
PO3BUTKY METOA IIONEPeIHHOr0 HABYAHHS HEWPOHHMX MEpeX 13 4acOBHUMH 3aTpPUMKaMH B 3amadax
ineHTH(iKanil HETIHIMHUX AWHAMIYHUX OO'€KTIB 3 O€3NepepBHUMHU XapaKTEPHUCTHKAMH, IO JO3BOJISE
CKOPOTHTH 4ac HaBYaHHS HEHpOMEpekKeBHX Mojeliell 0e3 3HaYyHOI BTpaTd TOYHOCTI. Meroj mossrae y
BUJIyYCHHI 3arajibHUX 3aKOHOMIpHOCTEH i3 0a30BOro JaraceTy Ha erami MONEepPeIHbOr0 HaBYaHHS Ta
BUKOPHUCTaHHI X Ui pO3B'I3aHHS KOHKPETHHWX 33ja4 Ha €Tamli JOHAaBYaHHS MoJeiell Ha IIbOBOMY
naraceri. s BU3HAYEHHS MOMEHTY TIPUIIMHEHHS TMONEPETHHOr0 HaBYaHHS HEWPOHHOI Mepexi
3aIpOIIOHOBAHO (POPMaNBHHUN KPUTEPiil, BAKOPHCTAHHS SKOTO JJa€ 3MOTY YHUKHYTHU ITepeHaBYaHHs 0a30BO1
MOJIeNTi Ta 3a0€3MeUNTH CYTTEBE CKOPOUCHHS Yacy HaBYaHHS MOJIeNi Ha HidboBOMY AartaceTi. [IpakTndne
3Ha4YeHHs POOOTH MOJIATAE B PO3POOII ANTOPUTMY METOAY MOTIEPEAHBOT0 HaBYaHH HEHPOHHUX MEPEX i3
YacOBUMH 3aTpUMKaMH B 3aJadax iJeHTH]iKanii HeTIHIHHUX IUHAMIYHUX OO0'eKTIB 3 Oe3rmepepBHUMH
XapaKTEepUCTUKAMH, IO J03BOJISIE CKOPOTHTH Yac HaBYaHHs HEHpOMEpEKeBHX MOJenel BTpaTh TOYHOCTI
mozeni. JlocmimKeHHs MBUAKOCTI 301KHOCTI aJITOPUTMY HaBYAaHHSI Ta TOYHOCTI MOJICITIOBAHHSI ITPOBEICHO
EKCIIEPUMEHT 3 TECTOBUMH HEJIIHIHHUMU AWHAMIiYHUMH 00’ ekTamMu. OTpuMaHi pe3yinbTaTé MOIETIOBaHHS
CBIT4aTh PO €PEeKTUBHICTH 3alPOIIOHOBAHOTO MeTony. L[iHHICTh MPOBENEHOTO JOCHiPKEHHS TIONIATAE Y
BU3HAa4YeHHI 001acTi eheKTHBHOTO BUKOPUCTAHHS 3allPOIIOHOBAHOTO METOJY, & CaMe KOJIM 3arajibHUi Ta
LIbOBUH JJaTaceTH HE MalOTh CYTTEBUX PO30IKHOCTEW Ta LiJbOBUH JaTaceT Mae NOCTATHIN po3Mip s
BiZI0Opa)XKeHHSI BJIACTUBOCTEH 00’ €KTY JOCIIPKEHHSI.

KnarwuoBi cioBa: HeniHiWHI IuHaMiuHI O00'€KTH, MOJENIOBaHHS, HEHPOHHI Mepexi 3 4YacOBHUMH
3aTpUMKaMH, TepeIHaBYaHHSI.
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