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The analysis of existing structural health monitoring (SHM) systems and damage
identification algorithms showed that monitoring systems with low-cost elements are
currently used rarely, and damage identification algorithms for such systems are
practically non-existent. Based on a previous analysis of existing SHM, as well as
further research on feature extraction, which is mainly carried out using already
recorded information for data processing. In addition, for the application of algorithms
for identification, detection and assessment of possible damage to the object of
monitoring. Therefore, it can be concluded that the use of existing SHM systems has
a number of disadvantages related to the complexity of implementation and
adjustment, as well as economic impracticality. Some studies are aimed at reducing
the cost of the sensor node by using a cheaper elemental base. But data from the entire
sensor network is still transmitted to the main data collection server. All this requires
significant computing power to process such a large amount of data. It should be noted
that with the increase of the sensor network, the speed of data transmission in it
decreases. The proposed study presents the development of a modern method of
automatic damage identification with the possibility of automatic assessment of the
level of damage. In addition, the developed algorithm is used to obtain results in real
time. Also, the algorithm is conceptually aimed at low-cost SHM systems, with the
possibility of local computation directly on the sensor node. This will make it possible
to compress a large amount of data as much as possible and transmit only useful
information about the state of the object. The article describes in detail the algorithm
for automatic data processing in real time, and provides an implementation in the C++
programming language. The results of the experiment using the proposed algorithm
to check the efficiency and reliability of the work are also presented. The developed
method can be used as an alternative to traditional methods, especially for low-cost
SHM systems.

Keywords: damage identification algorithm, dynamic characterization, low-cost
SHM system, structural response, wireless sensor network, structural health
monitoring.

Introduction

Modern research in the field of structural health monitoring (SHM), as well as
actually working systems installed on various architectural objects, such as bridges,
buildings, wind turbines, nuclear power plants, showing the seriousness of their
application [1-3]. Due to the complexity of the structures, and as a result of the use of
various architectural forms and materials, influence of the environment, the life of the
object may decrease and endanger nature and man. Therefore, such systems help to
understand how structures react under operating [4-5]. This allows to prevent the negative
consequences, caused by destructions and apply preventive procedures for periodic
inspection and repair of possible damage.

A lot of data processing algorithms presented in a considerable amount research
can be: the least mean squares (LMS) algorithm, the recursive least squares (RLS)
algorithm and the Kalman filtering (KF) algorithm [6]. Also, one of the popular ones is
the use of the generalized least square (GLS) method [7], and an algorithm based on the

principle of fuzzy logic [8].
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One of the popular solutions in signal processing is the use of machine learning
technologies. Some methods have already shown their advantages in tasks related to text
recognition, image identification, and text translation.

Bayesian analysis and decision tree are complex and rarely used due to lack of
flexibility and high requirement of processing power [9]. The use of such machine
learning methods as Artificial Neural Network (ANN) and Support Vector Machine
(SVM) is described [10].

Different algorithms of damage recognition based on machine learning
technology was described in detail. In addition, a number of characteristics were
identified that a sensitive element must have for a successful process of damage
identification [11].

The construction of the Low-Cost Wireless sensor has been described and the
choice of components in the study carefully justified. In addition, signal processing for
damage identification was presented [12].

An approach to interpreting both static and dynamic data was presented in the
study. The main emphasis was placed on identifying daily and seasonal conditions, as
well as possible trends associated with critical failures. The considered approaches were
tested on the data set from the "Two Towers" of Bologna [13].

Among the wide variety of algorithms that researchers offer, we can distinguish
the main requirements for their implementation:

e The need for precise synchronization of data from all sensors

e [t is necessary to have a data set in an intact state of the monitored object.

e The impossibility of obtaining the result of calculations in real time

e The need to post-process and analyze data in MATLAB or other specialized
software, which requires a qualified specialist.

e A large number of sensor nodes leads to an overload of the sensor network and it
may not have time to transmit data.

e Large amount of memory for the accumulation of measurements.

For modern sensor networks, it is necessary to build systems based on dynamic
calculation, local filtering, data compression, damage thresholds, and all this in automatic
mode. All this will not only simplify the identification process, but also eliminate the
human factor, increase the speed of the system's response to disturbing influences.
Obviously, this will save money on the design of the sensor node and sensor network, as
well as reduce the demands on the computational properties of the sensor node.

Data compression is one of the important requirements in modern web-based

automatic damage identification. Many different data compression methods have been
proposed in the scientific community [14].
Content statement of the problem. The purpose of the work is to develop an algorithm
for automatic identification of damage to improve safety buildings and structures using
cheap and low-power sensor nodes. The essence of the proposed automatic identification
is the automatic adjustment of the algorithm using step-by-step vibration assessment for
signal processing.

In addition, the work proposes an approach that allows you to automatically
determine the levels of possible damage for their identification in real time.

To achieve the set goal, the following tasks are set before the work:

= analyze innovative approaches and algorithms for damage identification;

= to develop a simple and effective automatic algorithm for damage identification;

= using the MVS (Microsoft Visual Studio) environment and the C++
programming language, implement the proposed damage identification algorithm;

= determine the requirements that a sensor node must meet to implement an
automatic algorithm,;
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= perform an experiment using the proposed algorithm and demonstrate the
effectiveness of the algorithm;

In addition, this algorithm is very convenient to use when working with ADC

values, since it is not tied to the data scale. Also, integer data is more preferred for
microcontrollers because math operations on them are faster than on floating point
numbers.
Algorithm of data processing. The proposed algorithm belongs to unsupervised
algorithms, has advantages related to the speed of calculations and does not require initial
data and long-term collection of initial data. Comparing all machine learning algorithms,
it can be noted that unsupervised learning algorithms will have lower accuracy compared
to supervised learning.

It is assumed that the proposed algorithm will work locally on the sensor node,
and this is also the novelty of the study. And only data about the damaged state is
transmitted to the central server, where the server can localize the problem.

Before considering the principle of operation of the proposed algorithm, it is
necessary to determine a number of minimum technical characteristics that the sensor
node must meet:

e microcontroller based on 32-bit architecture or higher;
flash memory size not less than 512 Kbytes;
support for one of the wireless protocols Zigbee, Zigbee Pro or LoRaWAN;
acceleration measurement sensor sensitivity + 4g or less
built-in ADC with a data resolution of at least 16 bits per range and a sampling
frequency of at least 200 Hz.

The developed approach can be divided into several main stages that has been
described below. On the first stage to get the value of the current step S;i between two
values, as the difference between the current and the previous value, as shown in equation
(1).

Si = lx; — xi41, (1)
where x; — is the current value and x;.; — is the previous value of vibration.

Secondly, we should evaluate how our steps change. To estimate changes of steps
we should follow next conditions, if Si.1 > S; we should follow equation (2), otherwise
(3).

SE; =—--G, (2)

SE; = —-G, (3)

where SE; — current step evaluation, S; — current step, Si.1 — previous step, G — smoothing
coefficient, the initial value was set to 0.5.

The third stage is estimating the smoothing coefficient GE, allows you to
automatically evaluate the work of the smoothing coefficient. The estimation is
performed by the one-dimensional measure G_koeff, which is set as a constant (it is
recommended to set value from 0.1 to 0.3). For more noisy signal lower value, and higher
value otherwise. So, we need to evaluate every N times, so if Si.i < G_koeff then use
equation (4) otherwise use equation (5).

Temp_GE = Temp_GE + 1 4)
Temp_GE = Temp_GE (5)

The GE smoothing coefficient is estimated every N values. Where N can be
chosen to be Fage, where Faqc is the sampling rate of the data. To calculate an estimated
value of the smoothing coefficient, the equation (6) is used. When N values are reached,
the temporary counter Temp GE must be reset to zero.

CE = Temp_GE

N (6)

271



A.V. Basko, O.A. Ponomarova, Y.O. Prokopchuk

One of the important part of the algorithm is correction of the smoothing
coefficient G. When the estimated value GE was got, we can adjust smoothing coefficient
value. First, we need to define a constant GE_Limit value, it is value to which will tend
to our estimated coefficient GE.

GE_Limit is chosen in the range from 0.7 to 0.9. Than the closer the value is to 1,
the gain factor will tend to smooth out very much.

First, should to check if GE = GE_Limit, then the smoothing coefficient G will
not change, otherwise we will check the following condition. If (|GE Limit-GE[>0.1), the
smoothing coefficient will be corrected the smoothing coefficient will be corrected in
accordance with equation (7), else with equation (8).

C=¢ <0 1 GE Limit — GE ) 7
B " |GE_Limit — GE|

C=¢ (0 01 GE Limit — GE ) ®)
N " |GE_Limit — GE|

At the final stage, the corrected value can be calculated using equation (9). It
should be noted that the algorithm needs to make some certain number of periods to self-
correct the smoothing coefficient. The number of periods will depend on the form of the
data signal, it usually takes less than 10 periods.

XFl' =X SEL + XFi—l ' (1 - SEL) (9)
Automatic levels of damage identification. One of the advantages of the proposed
method is the ability to automatically define several levels of damage identification. It
should be noted that these levels will be located between the average and maximum
values. In addition, damage levels are automatically retrained with changes in the input
data.

For example, the first level will be more sensitive to small changes, and
subsequent levels are more likely to detect critical damage.

In most of the presented systems, frequently some fixed threshold is chosen,
which is greater than the arithmetic means by 5%. In the presented algorithm, the
threshold metric is multidimensional and depends on the nature and rate of data change.

Further, the calculation of three levels of damage identification will be carried out.
To start automatic learning damage levels, first of all need to wait a certain time. This
must be done in order to train the coefficients of smoothing algorithm. Depending on the
selected sample rate Fadc, this time might be chosen from 1 second to 1 minute. To
initialize the first value of each of the levels, the algorithm chooses current value from
the received data set, as shown in the equations (10-12), for each of the levels,
respectively.

Lli = X (10)
in = X (11)
L3i = X (12)

Since the levels are located between the average and maximum values, so there is
no any reasons to make many levels, as they will tend to the border of the maximum
values.

The first level L1 is calculated relative to the average value XA of the received
data. Thus, the new value updates the average value. To do this, we apply a filter that
smoothes the data quite hard, as shown in the equation (13).

XA; =x;-0.01+XA;,_,-(1-0.01) (13)

For the first level, the condition x;.; > XA; must be met, if it is not met, then go to
equation (15). Then we get the temporary value of the level, if xi<xi.1<xi»> then use
equation (14), otherwise equation (15).

thempi =Xi—1 (14)
L1_temp; = L1_temp;_, (15)
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When the new temporary value of the level is received, then we can get the value

of the current level using the following equation (16):
L1; = L1_temp; -k +L1;,_;-(1 —k) (16)

where k is the smoothing factor, it affects the level response speed, the choice of
which depends on the sampling rate and data noise. To begin with, it is enough to choose
k=1/Faqc.

The second level is calculated relative to the first level. For the second level, the
condition x;.; > L1; must be met, if it is not met, then go to equation (18). Then we get the
temporary value of the level, if xi<xi.1<xi.> then use equation (17), otherwise equation

(18).

thempi =Xi—1 (17)
L2_temp; = L2_temp;_, (18)
When the new temporary value of the level is received, then we can get the value
of the current level using the following equation (19):
in = L2_tempi “k+ L2i_1 ' (1 - k) (19)
Similarly, to the second level, the third level is calculated relative to the second
level. For the second level, the condition xi.; > L2; must be met, if it is not met, then we
go to equation (21). Then we get the temporary value of the level, if x{<xi.1<xi-» then we
use equation (20), otherwise equation (21).
L3tempi = Xi-1 (20)
L3_temp; = L3_temp;_, (21)
When the new temporary value of the level is received, then we can get the value
of the current level using the following equation (22):
L3; = L3_temp; -k +L3;_;- (1 —k) (22)
Thus, for multilevel damage identification, it is sufficient to evaluate the excess
of one of the levels by comparing the corrected value of XF; and the levels L1;, L2; and
L3;, which is displayed in equations (23-25).

XF; > L1; (23)
XF; > L2; (24)
XF; > L3; (25)

Program code of proposed algorithm. For ease of understanding the operation of the
calculation algorithm, the code was written in the C ++ programming language, which is
shown in Fig. 1-2. The code below shows the implementation of calculations for data
coming from one axis of the accelerometer. For complex structures where three-axis
accelerometers are used, and maybe even more than one accelerometer, it will be rational
to use an object-oriented programming approach.

273



A.V. Basko, O.A. Ponomarova, Y.O. Prokopchuk

1 #include <cmath> 56 Bint main()
2 [ J/sample rate 51 {
3 int Fade = 200; 52 ! Llwi2w i3« XFL = XF2 = x1 = x2 = x3 = Get_x();//get first value
4 IEIHxl-current value {xi) 53 B while(1)
5 fix2-previous value (xi-1) 54 {
6 //x3-before previous value (xi-2) 55 Dol s et x();
; etk o si || @ /rstage 1 "Gerting & step”
3 [JE/fthe functio "Get_x" gets current value x, ? Al Ibs(x! - %) &
1@ lﬁimplemntation will depend on the specific sensor fs I H {'!stage 2 "step evaluation
1 int Get_x(); 59 B 1 if (s2231)
12 z 68 o
13 |as/si-current value () 61 ©on o SE=(S1/82)%;
14 || /752-previous value (si-1) & |11}
15 intSl=eo,52=0; 63 Bi 1 else
16 | //step evaluation 64 oo
17 float SE = B.8f; 65 L1 1 SE = (S2 / 51)"G;
18 l //smoothing coefficient 6 BA : }
1 float 6 = 8.5f; 67 l 1 [/stage 3 "Estimation of the smoothing coefficient”
0 g8 B 1 if (52 <= 6_koeff)
21 | //one-dimensional measure for the smoothing coefficient 6 69 |
2 float G_koeff = 0.2f; 78 Lo Temp_GE++;
23 int Temp_GE = 8; " HE } =
24 | //estimated value of the work of the smoothing coefficient G ;; v Newr++:
8 ST BB L (e e )
26 [ //the value to which our estimated value tends GE ! [
7 float GE_Limit = 0.8f; g ot
28 | //vow many values need to get new G :’ o GE = Temp_GE / H;
2 it Neo; By i TempGE e g
38 | //Counter of current value N n voo0 o Mewr = 85
Ei int Hcur = 8; 78 I |
32 79 /{5tage 4 "Correction of the smoothing coefficient”
33 {/4FL-current adjusted value (XFi) @ B if (GE != GE_Limit)
34 THXFz-prtvin adjusted value (XFi-1) O I
35 float XF1 = 0.8f, XF2 = 0.ef; 82 B ¢ 0 if (abs(GE_Limit - GE) > 8.1)
ES 83 T |
B |Effﬂl-furrent average (XAi) 84 ©o0 0 G oew 0.1%((GE_Limit - GE) / abs(GE_Limit - GE));
£l /1%A2-previous average (XAi-1) 85 [
?; float ¥AL = 0.8f, XA2 = @.0f; B B i i else
87 tor o
:; 1 ff’;;:‘r:;”;l;;s {;”;‘f;S gf ;3 06 e 00 ((GE Ladt - GE) / abs(GE Lisit - GE));
43 [ f/Previous values for levels L1, L2, L3 jq I }
44 float L1.2 = 8.6, 122 = 0.8f, 132 = 0.0; =
45 l {{Temporary values for calculating levels L1, L2, L3 b o k .
45 flost L1_temp = 0.0f, L1_temp2 = 0.0f; 92 I, i /fstep5 "Get the adjusted value"
47 float L2 temp = 0.0f, L2 tesp? = 0.8f; 93 b XNF1 = x1 * SE 4 XF2 * (1 - SE);
48 float L3 temp = 0.0f, L3 _temp2 = 8.8f; 94 b

a b
Fig. 1. Variable initialization (a) and main block of program (b)

94 P

as 1 [/stage & “Getting the values of the levels"

a8 N

a7 Sb filevel 1

98 Dl XAL = x1 % 8.01 + XA2 * (1 - @.81);

99 B if (x2 > xa1)

188 N e

101 Dbl iF (xl < x2 88 x2 < x3) {L1_temp = x2;} : . w s Fi : -
i I 1 else {L_temp = L1 temp2;} 14a ] I : ' ;:';l’Stage 7 "Identification of damage
o E oo 141 Bl ¢ if (XF1 > L1)

18 B 1 else 142

e I 143 ; ' ! //Level 1 triggered
186 © 11 Ll_temp = L1_temp2; H ] : 2

i T | 144 ! : 3}

108 Pl Ll temp2 = L1 _temp; 145 B: if (XF1 > L2)

199 © Ll = L1 temp * .01 + L1_2 * (1 - @.01); 146 ; :

118 P2 el . ]

111 147 I F ' ffLevel 3 triggered
12 Lo [level 2 148 ; : 3

1 B: i if (x> 11) - : .

i3 Pl 149 Bl: ] if (XF1 > L3)

115 : : H if (x1 < x2 &8 x2 < x3) {L2_temp = x2;} 159 B i

s } else {L2 temp = L2 temp2;} 151 : ] /fLevel 3 triggered
18 @A else 152 ¥

119 O T 153 . :

ii P } faotemp = L2 teen 1sa [ /fPerform shift of walues
122 B[ 1 L2_temp2 = L2_temp; 155 ; P X3 = x2;

123 Pl L2 =2 temp " @.01 +L2.2 " (1 - 0.01); 156 [ : x2 = x1;

el 157 : P x1 = @5

126 P fllevel 3 158 52 = S51;

AL :f (x2 > 12) 159 Pl XF2 = XF1;

129 El A (o< x2 88 X2 < x3) {L3_temp = x2;} L@ H L XA2 = XAL;

136 2 else {L3 temp = L3 temp2:} 161 3

131 -

132 cH i else s H

133 : g

134 : : ' L3 _temp = L3_temp2;

135 T

138 | | L3_temp2 = L3_temp;

137 ©1 L3 = L3 temp * .01 +L3.2* (1 - 0.01);

138 I Pl 1B2=13;

139 P

a b

Fig. 2. Calculation of damage identification levels (a) and damage identification (b)
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Experiments and results. In order to test and evaluate the quality of the proposed
automatic damage identification algorithm, a set of acceleration data from the Hardanger
Bridge [15] has been used. In this case, the data set was selected with a sampling rate of
200 Hz. It is important that there are no hardware filters for this sample. The data has the
following time line from 0 to 50 seconds, the data is taken from the bridge in a calm state,
and from 50 to 80 seconds, a transition is made to the storm wind data, which is shown
in Fig. 3.
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Fig. 3. Full set of training data

To understand the operation of the proposed algorithm, the test data will be
displayed on a larger scale, while maintaining the time scale as shown in Fig. (4-7). In
the first period of time, when the algorithm is not trained, we can create an increasing
graph, which indicates the learning process, which can be seen in Fig. 4.

1,009
1,008

| il H” ww pm MHHMM

1,006

w| Il

il il 1 |

1,005

1,003

1002
0 2 4 & B 10 12 14 16 18 20
—X —XF —¥&» —11 2 —I3

Fig. 4. Learning process of data

In Fig. 5, small disturbing signals are artificially created in order to show the
sensitivity of the algorithm even to small signal changes with a pulse time of 500ms.
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Fig. 5. Reaction on artificial disturbing signals
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Fig. 7. Data from the bridge in a storm
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The key feature of the proposed algorithm is the automatic calculation of damage
identification levels. As can be seen from Fig. 8, the filtered data overlaps with all
detected identification levels, which may indicate a high probability of critical damage.
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Fig. 8. Damage identification stage

Conclusion

An innovative solution in SHM, certainly was the use of wireless technologies.
But existing systems are doing their best to improve by reducing their cost in order to
popularize such method of monitoring. A decrease a cost of sensors by using a cheaper
element base imposes restrictions on the use of data processing algorithms.

In the present study, a brief overview of the most commonly used data processing
methods was made. The algorithm proposed in the study is a first step in the field of
automatic identification of pressures. The described method assumes that the sensor will
be automatically calibrated and adjusted without the participation of a trained specialist
and a person.

Since this algorithm is the first attempt in the field of automatic identification, the
next stages of development will be aimed at applying the algorithm to real systems and
its subsequent improvement.
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AJITOPUTM ABTOMATHUYHOI NIEHTU®IKALIL MOIKO/)KEHB 3
BUKOPUCTAHHSIM HEJJOPOT'UX CUCTEM MOHITOPUHI'Y CTAHY
KOHCTPYKIIN

A.B. baceko, O.A. [Tonomapsosa, }0.0. IIpoxkonuyk

[IpuaHinpoBchKa AepkaBHa akaaeMisi OymiBHUNTBA Ta apxiTekTypHu, Chernyshevskoho str., 24a, Dnipro,
49600; Ukraine; basko.artem@pgasa.dp.ua; pricmech@ukr.net; itk3@ukr.net

AHami3 ICHYIOYMX CHCTEM MOHITOpUHIY cTaHy KoHcTpykuii (SHM) rta anroputmiB inenTudixamii
MOIIKO/DKEHb II0Ka3aB, L0 CHCTEMU MOHITOPUHTY 3 BHKOPHUCTAHHSM MaJlOBapTICHUX E€JIEMEHTIB Ha
ChOTOJIHI BUKOPHUCTOBYETHCS YK€ Mallo, a aJITOPUTMU 1eHTH(IKALI] TOIIKO/PKEHb Ul TaKUX CHUCTEM
IPAKTUYHO BiACYTHI. [pyHTYIOUKCH HA IEpUIOYEPTroBOMY aHamisi icuyrounx SHM, a Takok Ha MOAAIBIINX
JIOCITI/PKEHHSAX 1100 BUIUICHHS 03HAK, SKi B OCHOBHOMY 3iHCHIOETHCS 3 BUKOPHCTAHHAM YK€ 3aIiCaHo1
iHdopmarii st 06poOku ganux. Kpim TOro aiis 3acTOCYBaHHs aJITOPUTMIB iIeHTH(IKAIlI{, BUIBICHHS Ta
OIIHKH MOXIIMBHX 30HTKIB 00’€KTy MOHITOpWHT. OTKE€ MOXHA 3pOOWTH BHUCHOBOK, III0 BHUKOPHUCTAHHS
icHyrounx cucteM SHM, Mae psii HeJJOJiKiB MOB'SI3aHUX 31 CKIIAIHICTIO IMITJIEMEHTAITIl Ta HAJTAIITyBaHHSI,
a TaKOX 3 EKOHOMIYHOIO HeNOIUIbHICTIO. JlesKi MOCHiIKeHHS CHpsSMOBaHI Ha 3HIDKEHHS BapTOCTI
CEHCOPHOTO BY3JIa 32 paXyHOK BUKOPUCTAHHSI OUTBIII ICTIEBO1 elIeMEeHTHOT 0a3u. Alle naHi 3 yciel cCeHCOpHOi
Mepexi Bce OJHO MepelaroThesi Ha TOJOBHMH cepBep 300py naHumx. Bce 1e Bumarae 3HauyHOl
004YNCITIOBATILHOT MOTYKHOCTI Uit 00pOOKHM Takoi Beinkoi KimbkocTi nauux. CiiJl 3ayBaXkKWUTH, IO 3i
30UIBIICHHAM CEHCOPHOI Mepexxi IIBUAKICTh INepeAadl JaHuX y Hid 3HIXKYEThCS. 3arpoIlOHOBaHE
JOCIIIJPKEHHS TIPE/ICTABIISIE PO3POOKY CYy4acHOrO METOJly aBTOMATH4HOI ileHTHdiKauii MOMKOPKEHb 13
MOXJIMBICTIO ABTOMAaTHUYHOI OIIHKM PIiBHSA IOWKOMKEeHb. KpiM TOro, po3poOiieHHH anroputm
BUKOPHCTOBYETHCS JUI OTPHMAaHHS PE3yJIbTATiB y peaqbHOMY 4aci. TakoK alropuTM KOHIENTYaJbHO
HaIliIeHnid Ha Hemopori cucteMu SHM, 3 MOXKIWBICTIO JIOKaJBHOTO OOYMCIICHHS O€3MOCEepEIHbO Ha
ceHCOpHOMY By3Ji. [le J03BOJUTH MaKCUMaILHO CTUCHYTH BEJIMKHHA 00’€M MaHUX 1 MepemaBaTH JIMIIe
KOpHCHY iH(opMaIlito mpo ctaH 00’ekTa. Y CTaTTi AeTaTbHO ONMMCAHO AJITOPUTM aBTOMATHYHOT 0OpOOKH
JIAHUX B PEXKUMI peaNbHOTO 4acy, HaBEACHO peaii3aiito Ha MoBi nporpamyBaHHs C++. Takox
IpeCTaBIeH] pe3yabTaTh eKCIIEPUMEHTY i3 3aCTOCYBAHHAM 3alIPOIIOHOBAHOI'O AJITOPUTMY UL IIEPEBIPKU
eeKTUBHOCTI Ta HajiiHOCTI poboTH. Po3pobnenuii MeToa Moxke OyTH BHUKOPUCTAHHH SIK albTepHATHUBA
TPaTUIIIHHAM METOIaM, OCOOJIMBO Jjis Hegoporux cucteM SHM.

Kro4oBi ciioBa: anroput™ ieHTUdIKaLii TOMIKOPKEHb, TUHAMIUHA XapaKTepPUCTHKA, HEJOPOTi CUCTEMH
SHM, cTpykTypHa peakuisi, 0€3p0OTOBa CCHCOPHA Mepexka, CTPYKTYPHHH MOHITOPHHT CTaHYy.
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